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Finding Petroleum held a forum in Lon-
don on November 21, 2016, “Solving 
E&P problems with Machine Learning & 
Analytics”.

Topics covered included how the industry 
can do more with satellite data, ways to 
get value from unstructured reports, how 
to set about doing data analytics, using 
simulation and network modelling, and 
other areas analytics can add value to the 
industry.

The big promise is that these technologies 
might lead to an impact on the oil and gas 
industry which is as big as the impact of 
3D seismic or horizontal drilling, said 
conference chairman David Bamford in 
his introduction. 

“Not a day goes by, including weekends, 
where I don’t get an e-mail or a link talk-
ing about some analytics technique which 
will absolutely transform the economics 
of the Permian or Bakken or Barnet or 
some other shale enterprise,” Mr Bam-
ford said.
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There is a massive 
growth in satellite data 
available. There are 
more and more satel-
lites being launched, 
and they can take more 
high resolution photo-
graphs.  “We’re devel-
oping and deploying 
smart algorithms to 

handle all this data and make sense of it,” said 
Gareth Morgan, founder and director of Terra-
botics.

He was speaking at the Finding Petroleum 
forum in London in November, “Solving E&P 
Problems with Machine Learning and Ana-
lytics”.
 
Companies are talking about ‘earth observation 
2.0’, combining a number of different technol-
ogies, with machine learning and computing 
power, he said.
 
Satellite imagery has never routinely estab-
lished itself as part of exploration processes 
thus far. It may be used here and there, but not 
throughout the whole organisation, Dr Morgan 
said.
 
Oil and gas activities cover a large area of the 
earth’s surface – an estimated 26m square kilo-
metres of active oil and gas license areas – so 
you might expect satellite data to offer a great 
deal of value, he said.
 
The capabilities of satellites may have been 
oversold to the oil and gas industry in the 1980s 
and 1990s, he said. But in the past, satellite im-
agery was much more expensive than it is now 
– around $4400 per image in the 1990s – and 
there wasn’t computing ability able to store, 
manage and analyse them. The images were 
not reliably available.
 
Today, the computing power is here, the reli-
ability is here and the costs have dropped, with 
a great deal of imagery available free, he said. 
Prices are as low as $5 for a photograph cover-
ing a square kilometre, with pixel size on the 
ground of between 30cm and 1m.
 

Many different fleets of observation satellites 
are being launched, including a number of com-
panies with constellations of satellites. We are 
getting video recorded by satellite.
 
It would be possible for oil companies to buy 
their own satellites if they wanted to, and have 
even more control over what was available.
 
“We are awash with earth observation data, the 
supply problem is increasingly going away,” he 
said.
 
 
Image stacking
 
Because so much imagery is being recorded, it 
becomes possible to work with multiple images 
of the same part of the world.
 
Images can be “stacked”, the way seismic data 
is stacked. The more stacking you do, the more 
signal you have and less noise. Other “atmos-
phere perturbations”, such as a cloud, can also 
be filtered out in this way.

“This gives us super enhanced signal boosted 
images; much better to then perform analysis 
on”
 
It is also possible to see how images are 
changing over time, for example to track a spill 
or construction activity.
 
In the past, analysts would usually only have 
one satellite image available, and apply a num-
ber of manual or semi-automatic techniques on 
it to try to get some understanding of it, in a pro-
cess which was “not very scientific,” he said.
 
Taking 374 images of the same part of the  
world would have cost $1.6bn in 1990, but now 
it is free.
 
Data from drones can play a supporting role 
to the satellite images, he said. “We work a lot 
with drone/UAS data as well,” he said. “It’s still 
early days for processing drone data. There’s 
lots of data not processed correctly.”
 

Using the data
 
The raw images have been used in the oil and 
gas industry to see where oil wells are, perhaps 
for a company which has lost its records.
 
They can also be used to see what drilling activ-
ities other companies are doing. The computer 
can be trained to look for well pads in satellite 
photos (area cleared for a drilling rig to work), 
by comparing one picture with the previous one 
of the same spot.
 
The satellite images have proved very useful for 
companies who need evidence for authorities.
 
There was one example from a small island 
country, where the government was blaming a 
chemical plant operator for a paraffin spill into 
the ocean. Analysis of satellite images, show-
ing the path of the plume on the water, showed 
it was actually coming from a government fa-
cility, Mr Morgan said.
 
With something like this, it would previously 
have been basically luck of whether it was 
possible to obtain the right satellite images, he 
said. “Today, you have data every week, and 
soon every day, and there’s radar data that gets 
through the clouds,” he said.
 
Terrabotics’ aim is to enable scalable machine 
learning on the images, for example so a com-
puter could spot a certain geological feature.
 
To do this, the machines need to be trained by 
humans. This is similar to the way that social 
media sites ask people to train the computers 
to identify images. There are probably costs 
involved to this – people won’t expect to be 
paid for tagging their own faces, but a geolo-
gist might expect to be paid for tagging basalt 
cones.
 
Terrabotics also works with people with all 
kinds of expertise in machine learning in im-
agery but not just satellite imagery – for ex-
ample self-driving cars and robotics.
 
The analysis work can be easily scaled, to cover 
a whole basin.

Terrabotics – doing more with satellite data 
UK company Terrabotics is helping oil and gas companies make more use out of satellite data. The 
company is a spin-off from research at the founders’ doctoral research at Imperial College, London, 
launched 2 years ago.

Gareth Morgan - Founder 
and director, Terrabotics
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Oil companies are starting to show more 
interest in data analytics, and there is a lot 
of capability for data analytics to add value 
to the industry, said Duncan Irving, Practice 
Partner, oil and gas with Teradata.

He was speaking at the Finding Petroleum 
forum in London in November, “Solving 
E&P Problems with Machine Learning and 
Analytics”.

We have a lot of challenges of getting this 
out beyond 3-6 month projects and some 
point solutions, he said. “It’s not going to 
be easy bedding this in to our current way of 
doing things.”

The top level picture is sometimes simply 
that companies have been told by manage-
ment consultants that they should be doing 
“big data” and then they bring in a company 
like Teradata to show them how to do it, Mr 
Irving said. 

‘Big data’ techniques can help companies 
work better with the large amounts of data 
they generate which don’t fit into any exist-
ing schemas or workflows, he said.

Through these techniques, many companies 
have got a better understanding about how 
people interact, how they connect in social 
media, how they connect with organisations 
when we buy their products and services.

Companies using data science are starting to 
bring in a geographical context, so people 
can understand the surrounding environ-
ment.  “It is starting to help machines put 
themselves in a context,” he said. “It will 
help us understand how we fit into a popu-
lation.”
 
“We’ve always had this desire, ever since 
we started creating data, to get more insights 
from it, something more sophisticated than 
extrapolating,” he said.
 
The big challenges are understanding where 
analytics can add value, getting access to 
data sets, making sure the data is good qual-
ity and the data has business value, he said.
 
For analytics to work, the systems need to 

have a close coupling with whoever in the 
business will actually make decisions.
 
Another major challenge is getting analytics 
from a one-off project to something you use 
every day, he said.
 
There is an opportunity for the industry to 
get started at the moment though - much 
more than there was a year ago, when most 
industry people were mainly concerned with 
whether they would keep their jobs.
 
The adage that people in the oil and gas in-
dustry are “good at going second” is still true 
(i.e. no-one wants to be the first). But people 
are now “going second a lot faster,” he said.
 
Sometimes the results of the analytics only 
show ways to change your results by small 
amounts, such as 4 to 6 per cent. This can 
mean that analytics is used more widely in 
industry sectors which run on tight margins, 
such as retailing. The oil and gas industry 
might be used to thicker margins, but it is 
having to get used to margins like this now.

Success stories

There are not many success stories about 
how analytics is used in the oil and gas in-
dustry – because people who are successful 
tend not to talk about it, he said. 

“There are two sorts of companies that don’t 
talk about analytics - the ones that aren’t 
doing it and the ones that have been doing it 
for a long time,” he said. 

When companies have been doing it for a 
long time, “it is such a competitive enabler 
they’re not able to tell anyone that they are 
doing it let alone what they are doing,” he 
said.

However, Shell has told some success stor-
ies. “They are very mature in the way they 
do this, everything in Shell is measured 
and often analysed and often, I guess, acted 
upon,” he said. “Every now and then they’ll 
do an industry presentation on it. They are 
analytically driven. They used to be a trad-
ing company back in the day so that’s in 

their life blood.”
“I’m sure there are other ones out there of 
that size that do it. BP are doing a massive 
analytical transformation internally. They 
are excelling in some ways in the way they 
are applying analytics. They quietly get on 
with it.”

“It is the next tier [of oil companies] that 
aren’t culturally ready for it. How do you 
sell it to them? You can sell it until you are 
blue in the face. It will polarise the industry 
into leaders and laggards.”

“Once someone realises they are not bench-
marking with their peers anymore [it chan-
ges]. That typically is what’s happened in 
other industries.”

Defining ‘data science’

Artificial intelligence has been in discus-
sion since the 1950s, he said, coming out of 
efforts to crack codes in the Second World 
War.

In the 1970s, people started talking about 
“data mining,” the idea of getting data into 
one place and looking for relationships in it. 
What you could do was limited for decades 
by computational capability. 

In 2016, the term used is usually ‘data sci-
ence’, although it means roughly the same 
as data mining, he said. “If I’m talking to 
someone 10 years older than me, I say ‘data 
mining’, because that’s [what they] want to 
hear about,” he said.

You should not get too worried about the 
terms, but try to understand the “simple and 
fundamental” concepts behind them, he said.

“The whole thing is still moving so quickly, 
it is difficult to nail down what it is a data 
scientist should be,” he said.

“There are many components you have to 
bring to data science. You have to have 
domain and computing expertise, the right 
maths and statistical insight, and the right 
blend for any particular project.”

Teradata – how to get more insights from data 
Finally, oil companies are showing more interest in data analytics – but making it work is still far from 
easy. Duncan Irving of Teradata provided some tips.
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You can say that data science is still at very 
early stages, like the aviation industry at the 
biplane stage, he said. 

Getting started

To get started on data analytics, you need to 
put the right team together, have a suitable 
budget, and deliverable expectations from 
the budget holder, he said. 

Recruiting people with the right data science 
skills is becoming difficult, with banks and 
retailers also on the hunt for the same talent. 

With about two thirds of the project time 
about to be spent on collecting data, it is im-
portant that everyone understands how long 
the project will take, he said.

You need a feel for what it might be possible 
to deliver for a certain budget.

Many different skills are involved. “You 
can’t just put the data scientist, the domain 
expert and python coder in a team, and say 
‘go do this for 3 weeks’ and see what they 
come out with,” he said.

“You need a geophysicist who has an under-
standing of statistics, a statistician who has 
an understanding of the algorithms and how 
they are coded.”

“You need to have someone who under-
stands the architectural aspects of how to 
scale this up to 100,000 wells, when you 
started with 1,000 wells.”

You can gradually develop a sense of what 
sort of analytics might work in your domain.

For example in geology, you might use 
analytics to try to work out how similar the 
formation you are looking at is to another 
formation, or why it is different. There are 
data science projects to do automated bound-
ary and feature classification.

You can do analytics on passive seismic data 
recording. Rather than store all of the data 
(which can be an enormous amount of data, 
if you record continuously with a number of 
receivers and channels), you can do analytics 
to find out if the data shows anything useful, 
and dispose of the rest of the data. You can 
see what the dominant frequency is, or if it 
is changing as the water pressure around the 
well changes. 

As you develop your ideas, there can be lots 
of loops to go around. You might have an 
idea for data analytics but then discover that 
the person who owns the data is not willing 
to share it because you are from the wrong 
company department, and have internal 
company negotiations to make.

You might discover that the data is in the 
wrong format, or much of it is missing, or 
there isn’t data for enough wells, or it has 
an error because the drill depth was meas-
ured wrongly. “All of these things take you 
around this loop several times,” he said. 

Modelling

Eventually you get good enough data to 
“break into the world of modelling,” he said. 

You build models and analyse them to see 
if they show anything useful, for example 
can you get some understanding about what 
usually happens when wells are drilled into 
this sort of formation, or what amount of 
logistics capability you usually need for this 
rate of field development, based on what 
happened last time.

Some companies are getting faster and faster 
at updating their models, including in the US 
unconventional oil and gas industry.  Some 
companies in the refinery industry are re-
building their analytics models every 12 
hours, he said.

Spurious relationships 

The first problem you run into is that the re-
lationships shown up by the analytics might 
not actually be a useful relationship. Instead 
of one parameter driving another parameter, 
actually there’s a hidden parameter driving 
both of the ones you are looking at, so they 
seem to change at the same time.

An example of this is when some scientists 
claimed there was a correlation between 
autism and subscriptions to cable television, 
he said. 

However people with statistical skills can 
analyse this, and show whether one factor is 
causing another factor, or if both factors are 
caused by another (perhaps unknown) factor.

But do not use the ‘spurious relationships 
problem’ to argue that all analytics is use-
less, he warned.

An example is the story about “Google Flu 
Trends,” when an analytics team at Google 
thought they could predict where flu was 
about to break out by correlating flu searches 
with people’s locations, but it was later 
shown that they were just showing which 
parts of the world were in Winter. 

But the same analytics team went on to de-
velop a useful tool which could predict the 
price a house would sell for.

“If you get the domain expertise right it 
really does deliver value,” he said.

Crossing to production

If the data analytics starts to show something 
useful, it is important to make sure that the 
business starts using it, and people in the 
company trust it. “You have to be able to 
cross that void into production.”

The industry needs to keep records of what 
works, and how it is built, and share code 
around internally. 

They should manage the work in-house, 
rather than with external consultants, and 
have company employees in charge of it. 

IT infrastructure

To make this stuff work, you need an IT 
infrastructure which can make the data avail-
able, computer platforms to run the analytics 
on, and people who understand the math-
ematics of data science, he said.

One obstacle is that oil and gas industry has 
got in the habit of expecting to have soft-
ware tools to do everything it wants, or ‘push  
 
 

Duncan Irving, Practice Partner, oil and gas with 
Teradata
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button functionality’, he said, expecting 
either a special software application or a 
plug-in.

The industry now usually ends up with soft-
ware plugged together in a very ad-hoc fash-
ion.

This can all make running analytics projects 
“really difficult,” he said.

Data quality

To get started with data science “you have to 
have really good data,” he said. “That’s got 
us stuck already as an industry.”

Bad data means that most of the time is spent 
sorting out data, rather than analysing it. 

“I don’t think there’s a single [analytics] pro-
ject where we have spent less than two thirds 
of the time preparing the data for analysis,” 
he said. “That’s a surprise the first time you 
do it.”

“If you think about the time and cost of that, 
whether a consultancy doing it, or [it is done] 
within the organisation, that is a significant 
overhead before you get to the most simple 
of reporting on what the data has in it.”

“Our data has often been collected from 
instrumentation that has been out there for 
decades. The sensors were deployed and data 
was collected under a different paradigm,” 
he said.

Once you have enough clean, high quality 
data, “you can perform some pretty fantastic 
analysis on it, give yourself some very robust 
insights,” he said.

The best way to achieve good data quality 
is caring – if people care about the data they 
are entering themselves, and they also want 
the data to be useful in the company, which 
means they are happy to let other people ac-
cess it. 

“Someone has to be in charge of it, respon-
sible for it, own it,” he said.

Teradata is involved with one project in 
seismic acquisition, where it gets all the 
companies involved in the data chain to take 
more responsibility and ownership over the  
data, so that at the end you get something 

people feel they can trust more.

Data packages

One challenge is that the industry typically 
keeps its data in packages, for example a log 
file which contains a header and different log 
files all as one package.

This is equivalent to keeping all of your 
Lego in the small boxes it came in, rather 
than tipping it all out into one bin, he said.

“Instead of having all these silos you central-
ise the data,” he said.

“You should be able to let all of the differ-
ent analytical workflows loose across all 
of your different data types, without being 
constrained by data type, business unit, data 
type, data age, any of those things,” he said. 

“That sounds like crazy talk, because we’re 
a long way away from this place in the oil 
industry.”

It is technically easy to move data into a 
‘sandbox’ so there is nothing lost from mess-
ing around with it, except perhaps a week or 
two of someone’s time.

Where it can go wrong 

Data projects can go wrong if the data you 
begin with is not good enough - it isn’t big 
enough, wide enough, or doesn’t go long 
enough back in time.

Projects can go wrong if you have the wrong 
data scientist. The data analysis can be quite 
domain specific, so someone who has done 
data analytics for hedge funds might not be 
good at seismic data analysis.

It can go wrong if the aspirations are wrong. 
“If someone says, ‘I want a fully predictive 
oil refinery that works like Waze does and 
tells me where the traffic is going to go’ and 
there’s full stop or no pause for breath in that 
sentence, and you go ‘yeah’, you’re on a hid-
ing to nothing,” he said.

“They are expecting their oil refinery to be-
come a sentient being within 6 months.”

“You have to stage and articulate what you 
are doing in a very granular level.”

Projects can go wrong if the people driving 
it are just doing it because they want some-
thing with Hadoop on their CV, rather than 
actually wanting to add value or remove cost 
to a particular business function, he said.

Some people suggest that the oil and gas in-
dustry should develop domain specific data 
scientists, such as a geologist data scientist. 

But a risk with that is approach is that the 
data scientists spend so much time with a 
particular team that they lose their objectiv-
ity and ability to find new answers, he said. 
Some companies, including Facebook, have 
a policy of moving data scientists through 
different business units, so they maintain an 
objective approach into the best way to use 
data to find useful answers.

Who should be in charge?

There is a big question of who should be in 
charge of the project - IT department, the 
business sponsors or the data scientists. Hav-
ing tried all three, there is no clear answer, 
Mr Irving said. 

We can cross out IT. “I’m pretty adamant 
that data science, data mining, and the ana-
lytics agenda should not be driven by the IT 
organisation in any large company,” he said. 
“They are there to enable but they are not 
there to lead on this one.”

Perhaps not business people either. “I think 
that you can talk to very smart people on 
the business side, but they have a day job 
to get on with. They may have some opin-
ions, which are valid because they are the 
ones who have to make the decisions. But 
they need to be sold the credibility of this,” 
he said.

“I’m also pretty certain you shouldn’t let the 
data scientist drive. You can think of reasons 
why someone with a stats background may 
have the right answer and you can think of 
reasons why they would have the wrong an-
swer.”

“I think that someone who has an under-
standing of all three of those is probably the 
right answer (IT, business and analytics). 
“But then where do they live in an oil com-
pany? Should it be an asset team, should it be 
central facility?
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UK consultancy Flare Solutions is help-
ing oil and gas companies get more under-
standing from unstructured text based 
documents – and find new ways to find 
what they are looking for.
 
The work involves using computers ana-
lyse the raw text, looking for and recog-
nising document analogues (where the 
content of a report seems similar to a 
‘standard’ reference one). 
The work is structured around probabil-
ities, not absolutes, said Dave Camden, 
information management consultant with 
Flare Solutions. It shows you the most 
likely best answers, not just a ‘yes’ or 
‘no’.
 
This should make the system more ro-
bust than a system based on rules, like the 
‘expert systems’ of the 1980s, which will 
easily collapse if the data behind them 
does not fit with one of the rules for some 
reason, he said.
 
As far as possible, the system aims to re-
duce cognitive bias, which can influence 
human decisions through pre-conceived 
ideas that are not always based on real 
facts or knowledge.

But when building up a knowledge base, 
for example by learning from existing 
text, you cannot entirely avoid cognitive 
bias since the text is written by people ex-
pressing their ideas and concepts. Choos-
ing peer reviewed articles, looking across 
texts from multiple authors or choosing 

very large data sets will minimise the 
problem. 

 It is better if decisions can be made based 
on ‘known facts’, something people have 
collectively, rather than individually, 
shown to be true, he said.

“We have tried to strike a balance be-
tween using standard ‘reference’ values 
and relationships (known facts) and using 
information extracted from the target text 
(new facts that we can learn from),” Mr 
Camden said. 

Analogues
 
Much of Flare’s work is based around try-
ing to help identify ‘analogues’, or where 
something is similar to something else.

As human beings, much of our under-
standing of how the world works is based 
around spotting patterns, where we have 
seen something similar to the event which 
is happening now.

Similarly, in geoscience, it can be helpful 
to find examples of wells, or rock type, 
from our past experience, which are sim-
ilar to the wells we are working on now, 
he said.

The same approach could be used in re-
ducing downtime on operational equip-
ment. As (non-digital) human beings, we 
build up expertise about how things fail 
and indications that something might be 
about to fail. For example we learn that a 
small leak in a water pipe could indicate 
that the whole pipe is about to fail.

In the digital world, we can try to com-
pare what is happening now with what has 
happened in the past, because equipment 
might fail by going through a similar se-
quence of events every time. 

Inverse analogues can also be helpful, 
when you find something which is very 
different to what you would expect, based 
on what happened in the past. So maybe 
a computer analytics system can deliver 
these too, he said.

The human computer  
challenge

Computers are a long way from being able 
to understand much in the human world. 
As an example consider how hard it would 
be to explain a joke to a computer, he said.

Although you can program the computer 
to classify something as a ‘joke’, it could 
struggle with identifying similar jokes and 
would certainly not experience the joke as 
a human does.

Similarly, things in the real world can 
be very case specific – you could train a 
computer to understand when a certain 
component is about to fail, but the com-
puter may not use that knowledge any-
where else.

This means that humans with domain 
expertise, or deep knowledge about a 
specific domain, will always be extremely 
important, because they will have to train 
the computer systems how to understand 
that domain, he said.

Explicit training or training based on hu-
man-written texts are currently a major 
component on making computers seem 
smart.

“Humans are passing knowledge onto 
systems and the systems then are learning 
from that and making inferences,” he said. 

The CDA challenge

Common Data Access, an organisation 
which helps manage the UK’s national oil 
and gas data, recently issued a technology 

Flare – value from unstructured documents
UK consultancy Flare Solutions is developing a range of methods to get value from unstructured 
documents – including working out when one document is similar to another, and helping people to find 
and manage the documents they need. 

Dave Camden, IM Consultant with Flare Solutions
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challenge for companies to come and try 
to generate some value from the organisa-
tion’s archive of exploration and produc-
tion data and reports. 

Flare participated in the challenge, work-
ing through about 25,000 unstructured 
data reports, mostly well documents for 
the North Sea.

Flare decided to try to look for ‘ana-
logues’, parts of the North Sea which are 
very similar, but the similarity was not 
previously known.
 

OCR

The first step of working with the 25,000 
exploration and production reports was 
to scan them with Optical Character Rec-
ognition (OCR), so the computer could 
‘read’ them. 

There was a continuous learning process – 
getting to know alternative spellings, and 
spotting errors from the optical character 
recognition, he said. 

OCR doesn’t get everything completely 
correct, but “many mistakes tend to be 
somewhat predictable, such as confusing 
zeros with noughts, ones and the letter l,” 
he said. Spell checkers, or comparing the 
words with a reference list of words, can 
pick out many OCR errors. “We’ll build 
a big knowledge base to enable us to do 
that.”

OCR failures may add more ‘noise’ to the 
system, but are unlikely to create false 
matches, he said.

Another task was to remove so-called 
‘stop’ words, like ‘if’ and ‘but’, which are 
commonly used in English but don’t add 
anything to the technical understanding. 

Formation Analogues

This project was based on characterising 
geological formations and finding ana-
logues based on the words (terms) that 
occurred around the formation names in 
the 25,000 documents.

This particular project did not start with 
a list of known formations, rather the for-
mation name were extracted from the text 
(although a previous similar project did 
use an existing field list). 

It set out to characterise each formation 
by a number of factors – the type of lith-
ology, the age and depositional environ-
ment, taking this data automatically from 
the text.

Text analytics 

The next stage was to analyse the text to 
see which words (terms) occur in proxim-
ity to each other (co-occurrence). There 
were hundreds of thousands of terms in 
the CDA text set.

“Words that occur together generally 
share a similar concept,” he said. “The 
idea is that you can tell a word by the 
company it keeps. Words that are infre-
quent probably contain more information 
than words that are frequent.”

The outcome of this analysis is, for every 
term, a ‘co-occurrence fingerprint’ of 300 
values. By comparing these fingerprints 
we can measure how similar terms are.

Some of the terms are the formation 
names we have extracted from the text, 
others are the lithology values that we 
‘know’ from our reference knowledge 
base that also occur in the text. For each 
formation, we now compare its co-occur-
rence fingerprint with those of each of 
200+ lithology terms, thereby creating a 
‘lithology fingerprint’ of 200+ values for 
each formation. 

To match formation based on lithology, 
we just look for the most similar ‘lithol-
ogy fingerprints’ between a user-chosen 
formation and other formations.

A similar process is carried out for other 
aspects of formations, like geological age, 
depositional environment, production, 
problems.

The system can work in any (human) lan-
guage, although if it is based on a certain 
knowledge base (such as oil and gas docu-

ments), they are likely to be mainly in one 
language (English in this case).
 

Search

This text analysis can then be used as a 
basis for more sophisticated search tools.

Flare showed a prototype search based on 
the same similarity methods used in the 
Formation Analogue system.  The used 
can input one or more terms (for example, 
‘turbidite, shale, and tuff’) and the system 
will respond with a ranked list of forma-
tions that best match those terms.

For the future, Flare is currently devel-
oping systems around graph databases 
(which shows which terms are related to 
which other terms). “That will give us a 
lot of capabilities in this space to do a lot 
of this kind of work,” he said.

Information management

Mr Camden’s company, Flare, sees itself 
as an information management company, 
but “we’re looking to blur the boundaries 
between managing information and ex-
ploiting it,” he said, “trying to link the in-
formation management world with people 
who consume the information.” 

“Analytics is about trying to glean in-
sight from information that’s already out 
there,” he said. 

“As information people, we’ve struggled 
for years with trying to make the thing 
relevant as far as the business end user is 
concerned. We see analytics as one way 
to achieve this.”

You can watch Mr Camden’s talk on video at  
www.findingpetroleum.com/event/f9cfb.aspx

 

http://www.findingpetroleum.com/event/f9cfb.aspx
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UK company 
S i m u d y n e 
is bringing 
together ma-
chine learning, 
s i m u l a t i o n 
and network 
modelling to 
help oil and 
gas company 
e x e c u t i v e s 
make better 
decisions.

Together, these three elements provide “in-
credibly powerful techniques for predictive 
analytics,” said Justin Lyon, founder and dir-
ector of Simudyne.

“One of them is really powerful, but when 
you combine all three, you combine statistical 
techniques with techniques for understanding 
organised complexity.”

Decision makers in businesses today are 
trying to forecast, manage risk and achieve 
results, all at the same time. “It requires  
brilliant decision making at pace and at 
scale,” he said. 
To help them to do this, decision makers 
should have sophisticated models available 
to them about how the real world works, he 
says. These models should also run on real 
data. 

Decision makers also need tools to provide 
them with better answers built very quickly. 
“If it takes longer than three months, it’s an 
R+D project, and no-one is going to pay for 
it except R+D,” he said. 

The models need to be sophisticated, because 
the real world is very complex. In the past, 
many decision makers, including banks, 
have made decisions based on standard linear 
regressions (an understanding of how one 
parameter will change if another parameter 
changes).

But these tools do not provide any under-
standing of the deeper cause and effect re-
lationships, he said. As a result, they do not 

have a clear idea of what is driving what. 
“When the crisis hits, they wonder what hap-
pened,” he said. 

Mr Lyon sees executives in two types, the gut 
instinct driven and data driven. 
“We don’t work with the [gut instinct driven] 
people,” he said. “We’re interested in people 
who want to have a fact based data driven ap-
proach to making decisions. They [are happy 
for their] assumptions to be scrutinised and 
made explicit by computer models.”

One challenge with trying to build interest in 
these sorts of tools is that no-one wants to talk 
about their successes, in case other people 
copy them. 

But, “we need to talk about successes so 
people can know there’s gold in the hills and 
get the investors to go and dig it out,” he said.

Also, no-one wants to talk about their fail-
ures either. “But we need to, because only 
thorough our failures can we learn to make 
successes possible,” he said. 

For building the simulation models, typically 
you have a multi-disciplinary team to build 
the solutions. This can include a number of 
data scientists, for example one specialising 
in machine learning, one specialising in com-
putational simulation, one on network mod-
elling.

Sometimes you can re-use some of the work, 
for example if you build a tool to help make 
bidding decisions that could be used in other 
scenarios, the same user interface but differ-
ent data. “We’re also finding that some of 
the models are surprisingly also re-usable,” 
he said.  

Mr Lyon is a former information and physical 
security contractor with the Bank of Eng-
land, developing policies for information and 
physical security (2011-2015). He has also 
worked on a simulation for US Health Care 
(2012), and a project on retail banking tech-
nology (2012).  

Simulating bidding in Mexico

Simudyne was involved in a project for a 
(name undislosed) oil and gas company 
which was bidding for oil and gas rights in 
Mexico.

The company wanted to use simulations to try 
to work out the best bid strategy, based on a 
prediction of the bid strategies other compan-
ies might follow. 

Simudyne put together a large scale compu-
tational simulation. The simulation includes 
‘agent based simulation’ (simulating how in-
dividual ‘agents’ might behave), as well as 
traditional data and calculation models. 

It basically builds “a virtual world of the 
whole landscape,” he said. 

The simulation took into consideration the 
business environment and where the hydro-
carbons were thought to be.

Simudyne acquired a range of data, and built 
a range of simulation models, including geo-
technical issues, price outlook, returns ex-
pectations, capital expenditure.

By using the tool, the project team “predicted 
the formation of a consortium which they 
[otherwise] thought was never going to hap-
pen,” he said. “In the real world it did hap-
pen.”

Simudyne wanted to provide the company 
decision makers with tools to try out differ-
ent decisions well in advance of the deadline, 
he said.

The decision makers can take the simulated 
results, analyse them and use them to adjust 
decision making, before they make decisions 
in the real world, he said. 

They could adjust the parameters, and see 
what might happen as a result of various bids 
they could make. They could look at the per-
spective from different companies. 

Every time they suggest a bid, the software 

Simudyne – how simulation and modelling can 
help predict
Simudyne is helping oil and gas companies use simulation and network modelling, along with machine 
learning, to make better predictions and improve decision making.

Justin Lyon, founder and director of 
Simudyne.
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would run millions of different scenarios 
around it.

The simulation could be run to look at what 
might happen on individual blocks or com-
panies. Some of the parameters was preset, 
and some were adjustable.

Altogether the company could put together a 
chart of what each company might be likely 
to bid.

The project needed to be put together within 
a tight deadline, because the license blocks 
were going to be awarded in four months 
time.

Executive communication 

The ‘visualisation’ part of the software, build-
ing the thin client ‘apps’ which company 
decision makers would actually work with, 
should be done separately to developing the 
actual simulation, he said.

Left to themselves, “the data scientists 
produce something that’s elegant for data 
scientists and not understandable for the exec-
utives,” he said. 

It is very important that the decision makers 
can play around with the simulation easily, he 
said.

“We had brilliant mathematicians, but if their 

insights aren’t communicated in a fashion that 
executives can get their heads around, the in-
sights are missed and lost.”

“The idea of giving this to a decision maker 
on a Surface Pro or iPad and letting them ex-
plore with parameters and fail safely [is im-
portant],” he said. “They can run an infinite 
number of scenarios themselves.”

The skill of building the visualisation layer 
is quite similar to traditional website design, 
he said. You need to have someone who will 
have conversations with the decision makers 
who will use the software, about what they 
want to work with.

The software needs to be able to support mul-
tiple users signing in simultaneously, with 
different teams making decisions about dif-
ferent parts of the system, he said.

 If you want to optimise a complex value 
chain, there will be many different decisions, 
and a decision in one place will have an im-
pact somewhere else.

Silos

A challenge with developing simulations is 
that companies often keep their data in dif-
ferent data silos, and a lot of the value is only 
generated when they can be brought together, 
he said.

Studies show that 99 per cent of the data gen-
erated by offshore oil platforms is never used. 

“McKinsey is doing lots of reports saying, as 
you combine the data, that’s when you gen-
erate the real value,” he said. ““If you don’t 
bring the data together, you leave so much 
money on the table.”

Other business applications 

One audience member asked whether the 
software could have predicted the outcome of 
the US presidential election.

Mr Lyon replied that it might be possible if 
you could build a large scale model of the 
entire US population, and gather as much in-
formation as you could about them, including 
from their Facebook profiles (although the 
privacy issues could be an obstacle). 

The software could handle 300m independent 
agents, he said. You would create a model of 
how each person is likely to behave.

So technically, it could be done, legally 
maybe it would not be so easy, he said.

Simudyne is also considering using the soft-
ware for modelling London house prices, try-
ing to predict when prices will burst and the 
reasons that might cause it. 
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David Bamford – where analytics can help
Machine learning and analytics could be used to help company boards make decisions (or help you make a 
case to company boards); it could help combine different sorts of survey data; it can help you work out which 
parameter is most important, and can help you.

Analytics would do a 
useful service if it could 
help make it clear to the 
boardroom that a cer-
tain sort of spending is 
worthwhile, said David 
Bamford, consultant with 
Petromall and a former 

head of exploration with BP.

He was speaking at the Finding Petroleum 
forum in London in November, “Solving E&P 
Problems with Machine Learning and Ana-
lytics”.

One example (from the 1990s) was when board 
members of BP were persuaded that spending 
on large 3D seismic surveys would make a ma-
terial impact to a metric which board directors 
did care about, the overall exploration success 
rate. 

“[When] you plug that parameter into the very 
simple economic models that got traction in the 
boardroom, and change exploration success rate 
from 20 per cent to better than 50 per cent, it’s a 
very convincing argument,” he said.

Another example was an analytic study to com-
pare seismic contractors, which could show the 
relative contribution each company’s seismic 
made, in terms of ultimately helping the com-
pany to improve production. 

The study showed that data from one seismic 
contractor was ultimately much more useful 
than data from another one, he said. This is also 
very useful information for company decision 
makers. 

Working with satellite images

Analytics could also help in the oil and gas in-
dustry if it was used on satellite imagery, par-
ticularly if the results were compared with other 
sorts of surveys, including on-site work.

Companies might be able to use high resolu-
tion satellite imagery to get better at looking at 
structure, drainage patterns, and geomorphology 
(study of physical features of the surface of the 
earth). 

In a similar way, industrial agriculture firms are 
using satellites and airborne data to try to better 
understand stresses on crops, including from 
water drainage, he said.

The satellite images could be used to detect 
subsurface hydrocarbon accumulations, if small 
amounts of hydrocarbon seep up to the surface, 
and cause a detectable change to the rocks or 
vegetation.

As an example, petroleum near to the surface 
can start depleting oxygen from rocks and soils, 
which can lead to rocks changing colour, or 
vegetation being stressed. There are examples in 
the US or Russia where there is a change in the 
colour of a forest in a certain spot due to petrol-
eum below. This could be detected by satellite.

It may be possible to detect useful materials 
using magnetometers (measuring magnetism). 
In one example, geologists working on the 
ground mapped a pyrite (iron sulphide) min-
eralisation near an oilfield by drilling lots of 
boreholes. This could have been done more eas-
ily by flying over it with a magnetometer on a 
drone, he said. 

Companies are also doing gravity surveys in 
much higher resolution, a technology which 
“has been a driving force for onshore explora-
tion in East Africa,” he said. The gravity survey 
can help you get a better understanding of the 
structure.

So by combining all this together, satellite im-
ages, seepage maps, geomorphology, aerial 
gravity and magnetometer surveys, and on site 
geology, you can get a much better understand-
ing.

“The problem is that I have not seen anybody 
who is capable of delivering an integration of 
these different measurements,” he said. 

Picking the key parameter

Analytics can also help work out which param-
eter has the biggest impact on increasing pro-
duction (or whatever your main objective is). 

This is not always obvious. As an example, 
many unconventional drillers thought that 
the more proppant they pumped into the well 
(which forced the rock open during hydraulic 
fracturing), the more production they would get. 

Analytics showed that this is only true to a point, 
after which more proppant does not lead to more 
production. “There’s a lot more going on than 
just a simple correlation,” he said. 

Other parameters, such as rock type, age and 
depth, which company is doing the work, have 
proved to have a strong impact on the overall 
result. 

Helping follow rules

Another application of analytics is helping sub-
surface interpreters follow the rules.

For hundreds of years, geologists have been de-
veloping sets of rules about how geology works, 
and today “you can regard geology as a rule 
driven science,” he said. 

People can work out how something was formed 
from its geometry. It does not need any imagin-
ation. “We all know what those rules are, if we 
work in this industry,” he said.

However there is a great deal of interpretation in 
how the rules are applied. 

The UK’s Oil and Gas Authority recently did an 
analysis of wells drilled offshore in the Central 
North Sea and Outer Moray Firth to try to get a 
better understanding of dry holes and failures. 
It showed that “one of the biggest reasons for 
failure is interpreter error,” he said.

So perhaps the computer systems could help by 
automating the rule-based steps, and perhaps 
identifying more rules, through automatic an-
alysis of company archives. 

You can watch David’s talk on high resolution 
video at
www.findingpetroleum.com/event/f9cfb.aspx

David Bamford

http://www.findingpetroleum.com/event/f9cfb.aspx
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What did you enjoy most about the event?
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It was a concise review of the subject. Speakers 
were naturally enthusiastic about their subjects 
but were also frank in acknowledging their 
limitations. The final talk by Mr David Bamford 
was particularly appropriate.
Manouchehr Takin (Independent Consultant)

Focused content. 
great networking.

Interesting and 
relevant themes.
Dave Camden  
(Flare Solutions)

Simudyne’s 
presentation. 

The stats on the 
satellites etc was 
good.

Learned about the diversity of players 
in E&P who are working towards using 
machine learning methods. 

Solving E&P problems with machine learning and analytics
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