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There is a major issue with integrating large amounts of
multi-measurement subsurface data — how can it be
done, if at all?

For example, let’s suppose you and your team are ex-
ploring for shale oil ‘sweet spots’ above one of the
world’s great source rocks, in a tough regulatory envi-
ronment where a key objective is to ‘make every well
count’ and drill as few as possible.
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World-class source rocks: map courtesy of Kimmeridge Energy.

At your disposal, you could have:

» Satellite (SAR) images showing a few active seeps and also possible
petroleum-related variations in vegetation.

e FTG (Full tensor gravity gradiometry) data (and some 2D seismic) revealing
basin shape, structural grain.

* Some passive seismic data showing a small number of zones of ‘anomalous
attenuation’.

* A semi-regional 3D survey, allowing a good geological model to be built.
e Seismic attributes from said survey.

e Some information on fracture densities and preferred orientations.

e Some micro-seep samples.

Powerful stuff.
Inevitably bringing these diverse data and information together will involve sev-
eral people, some or all of your team. And it would be great if you could all sit

down and look at the same thing, and form a coherent view of your play.

To do this, you will need large amounts of tracing paper and an old-fashioned
light table!

Because I would assert that there is at the moment no other way of integrating
all these different types of data and then visualising them together.

I wait for somebody to show me that [ am wrong!

"David Bamford is a past head of exploration at BP and a non executive director
of Tullow Oil"
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Getting to integrated operations

What does integrated operations mean, how do you get there, and how does it relate to digital engineering?
Jim Crompton and Dutch Holland explain.

Dutch Holland

Jim Crompton

Jim Crompton is former Senior IT Advisor
with Chevron and Dutch Holland is one of
Houston's  top  change  management
consultants

Can Digital Engineering be the key to Inte-
grated Operations (I10)? Or will Digital Engi-
neers have to wait until operations are
integrated to come into their own? Which
comes first, the chicken or the egg?

Although Digital Oil Field and Integrated Op-
erations programs have been around for over
ten years now, some companies are still stuck
at the starting line trying to figure out if and

when they should take the plunge. Many oth-
ers are re-evaluating their 10 and DOF pro-
grams, having gone off-course or stalled in
their efforts.

Other companies are listening to the discus-
sions about the Digital Engineer and wonder-
ing if there is anything they should do about
Digital Engineering and how it might fit into
the challenges of the Big Crew Change.

An important question to answer upfront is
whether IO is worth it or just another ‘big idea
du jour’.

Some operators believe 10 is worth it, and
have invested big.

For example, Statoil ASA claims that some of
the benefits of Integrated Operations are as
follows:

Improved health, safety and environmental
performance; more efficient drilling opera-
tions; better placement of wells; production

eFields
Smart Fields

~Digital Oil Fields *

Fields'\‘l)r_the Futl'J.re

PLENUM 3:

Session Chair: Paul Hocking, BP

optimization; better reservoir and production
control; better monitoring of equipment and
more efficient maintenance; better resource
exploitation and increased recovery; increased
regularity (uptime).

Definitions

The terms 10, DOF and Digital Engineer are
peppering the literature, often with overlap-
ping meanings. Perhaps our definitions below
will be helpful to sort out the moving parts.

Integrated Operations - a way of operating
an upstream business to maximize the per-
formance of a business unit. IO coordinates
and unifies the various tasks assigned to the
operating units and vendors involved in order
to maximize performance. Integrated Opera-
tions can use digital technology to remove the
barriers between disciplines and companies.

Digital Oilfield - an application of digital
technology for the improvement of upstream
work processes in order to better meet the ob-

International meeting place for business and science
Where Science and Practice meet www.ioconf.no

The future of 10 - Technological opportunities
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jectives of the petroleum business. DOF can
be an enabling foundation for Integrated Op-
erations that can help with surveillance, com-
munication, collaboration, real-time data flow
and analytics.

Digital Engineer - an energy professional
suited to do the work associated with DOF as
it contributes to 10. A Digital Engineer is an
oil and gas professional with knowledge and
skill in the use of engineering and digital tech-
nology to enable major process improvements
that will result in performance increases in
both physical and business operations.

Success at 10

After the last decade it may be worthwhile to
look at the fundamentals of what it takes to be
successful in this world of Integrated Opera-
tions.

Here are four fundamental elements to think
about, whether you are just getting started,
making a course correction or trying to main-
tain the momentum of a successful 10 pro-
gram.

Treat as emerging technology?

Should Integrated Operations be treated as an
emerging technology initiative?

No. While an emerging technology may be
used to help integrate operations, 10, in its
truest sense, is an organizational design initia-
tive.

Branding an IO initiative with a “technology
project” label may become an immediate
stumbling block for 10. For example, when
the subject of the digital oil field is discussed,
the context is frequently the difficulty compa-
nies are having in getting technology in place
that will be used to generate business value.
The topic is frequently talked about in terms
of ‘the people problem’ that go along with
technology integration.

After working the technology integration
problem for many years, we have come to
think about it not in terms of people problems
but in business terms. An organization has the
need for improving a work process with an
idea of increasing productivity, efficiency or
business value.

Build it and they come?

If the digital technology that supports inte-
grated operations works, won’t people begin
to work together in an integrated way? If you
build it, won’t they come?

Not necessarily. People work when they are
‘ready, willing, and able’ to work together.
Available digital technology can certainly
help people to be able to work together, but
that ability does not automatically lead to
“willingness.”

In order to design and deliver the desired work
process changes for 1O, attention must con-
tinue to be paid to organizational design. The
deployment of solutions that enable Integrated
Operations strategy will drive significant
change to some of the basic operational and
engineering processes in the oil field.

Since the scope and impact can be wide
spread, the use of organizational engineering
practices will need to be employed to ensure
acceptance of these new tools and processes.

To support these changes, senior management
and leaders throughout the organization need
to support the investments and cultural change
required to successfully transform traditional
work practices.

Culture, made up of beliefs, behaviors and re-
lationships, is established by rewards, whether
intentional or accidental. Changing culture,
“the way we do things around here”, takes a
long time, but strong leadership can accelerate
the momentum toward the desired change.

Infrastructure, info-structure

Do we have to make establishment of infra-
structure and info-structure a part of our 10
initiatives?

Yes. Operators seeking integrated operations
must invest in ‘the enablement of 10.” Today
operators install sensors, gauges and meters
on well heads and selected equipment in order
to collect measurements and test results to
send back to a ‘control room’ environment.

These distributed control technologies are ma-
ture, especially in plants and producing facil-
ities where we have moved to a ‘closed loop’
automated environment. In these examples,
companies can move beyond baseline surveil-
lance to control and even towards advanced
alarming/ alerting and process automation.

But many times a company will find that there
is a significant gap in their automation,
telecommunication or collaboration networks.

Our industry must lay the foundation for the
new Digital Oil Field/ Integrated Operations
by continued investment in the following
areas:

Instrumentation and field surveillance; net-
work connectivity to wherever operations are

located; collaboration and decision support
environments; integration and analytics
frameworks; and the trusted data foundation
with easy access to visualize information in
the workflow context, to make quicker and
better decisions.

Principles

Can Digital Engineering principles lead to a
successful implementation of Integrated Op-
erations?

Yes, but it is not an easy journey. There is a
growing opportunity to converge the capabil-
ities of engineering, digital technology with
business capabilities, but to do this success-
fully requires the leaders in the enterprise to
lead the way with a disciplined, business-fo-
cused approach, to change the way their com-
panies operate, to take advantage of the
growing amount of data available, to optimize
their investments and their operations.

Questions for today

The questions industry faces today are com-
plex. Here are just a few of the digital ones:

How can companies take advantage of new
technologies in training and mentoring (online,
multimedia) to stretch the scarce training re-
sources available? How will they be able to
certify competence from training delivered in
this way?

How will companies instill the discipline to
protect the three IP challenges of information
protection and security, intellectual property
and individual privacy? Cybersecurity is a
growing and very real concern.

How can we provide an accelerated learning
program to align the ‘virtual’ view with the
“field’ reality?

How do we leverage the elder generation’s
technical knowledge and experience into this
digital space? How can we keep them ‘plugged
into’ that space when it is accelerating at a
faster and faster pace?

How will we ‘regenerate’ subject matter ex-
pertise when the new business model requires
both breadth (jack of all trades, master of none)
and depth?

The relationship between a mentor and protégé
will become more important and complement
the relationships that already exist between su-
pervisor and employee as well as between tech-
nical subject matter expert and apprentice. But
where will companies find mentors when they
have all gone fishing or are on the golf course?
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When data becomes easier to move around,
how do we decide what expertise resides in-
house and what is contracted and what are the
long term consequences of those decisions?

Edge of a transformation

Industry and technology challenges can seem
overwhelming so it is understandable for com-
panies to be cautious about starting an Inte-
grated Operations initiative. It is very easy to
see how programs start with good intentions,
go off track, invest in the wrong technologies
and fail to achieve the change desired or the in-
tended business value.

But for those companies who can design and
follow a disciplined digital engineering ap-
proach, the benefits can be significant. The era
of easy oil is over and the new realities of com-
plex reservoirs in remote locations or in the
backyards of communities not used to oil and
gas production, of higher safety and environ-
mental performance, of greater transparency of
operations and financial transactions are with
us.

Given the growing emphasis on Digital Oilfield
and Integrated Operations, we believe that we
are on the edge of the transformation of our in-
dustry. That transformation will be made pos-
sible by digital engineering practices and by the
new workforce of Digital Engineers them-
selves.

We believe that the future of the oil and gas in-
dustry belongs to the Digital Engineer.

Dutch Holland and Jim Crompton have spent
their careers leading successful organizational
change. Both are highly regarded as thought
leaders and as consultants who will tell it like
it is. Their new book The Future Belongs to
the Digital Engineer is the first collaboration
for Dutch and Jim, but it promises to combine
organizational engineering experience with
oil and gas domain expertise into a different
kind of insight for today’s digital

technology challenge.
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BP Norge’s “Field of the Future” projects

BP Norge (Norway) has completed 2 "Field of the Future" projects - on a new production and hotel platform
on the Valhall Field, and an FPSO on the Skarv field. It includes fibre optic cables, remote condition
monitoring together with a remote control room for Valhall" By Eldar Larsen and Paul Hocking, BP Norge AS.

BP Norge installed its first fibre optic commu-
nications link to the Valhall and Ula fields in
the North Sea in 1999.

Since then, it has substantially developed its
implementation of BP’s Field of the Future
programme of digital technology, ranging from
the first advanced collaboration environments
for drilling and operations to the world’s first
life of field seismic array on the Valhall field
and advanced remote monitoring tools.

In 2005, BP embarked on two major facilities
projects.

The first was a new field center for the Valhall
field.

The second a green field development for the
Skarv field based on a floating production and
storage offloading (FPSO) unit.

These projects would enhance BP Norge’s ex-
isting experience in digital oilfield technology
and create two second generation fields of the
future.

BP Norge, on behalf of its partners, operates
three field centers; the Valhall hub, consisting
of the Valhall and Hod fields; the Ula hub, con-
sisting of the Ula and Tambar field; and BP
Norge’s new Skarv field.

Digital infrastructure

The installation of low latency high bandwidth

The Valhall onshore control room

fibre optic based telecommunications in 1999
underpinned the successful implementation of
the Field of the Future technologies in BP’s Ula
and Valhall brownfield hubs and was a turning
point for the operation of BP fields.

The new Valhall Process Hotel Platform devel-
opment includes the provision of a 294km high
voltage direct current power (HVDC) cable,
delivering 78MW of power to the Valhall field.

BP augmented the HVDC cable to include its
own fibre optic communications cable, adding
anew dimension to the robustness of the fibre
optic communications to the Valhall field,

digital energy journal - September / October 2013

which opened up the potential for remote con-
trol of the field from shore.

Fibre optic communications were successfully
implemented in the southern part of the North
Sea and convinced the Skarv partners that it
was important to provide similar wide band-
width low latency communications to the field.

Valhall - new platform

In late 2004, due to subsidence at the seabed of
the original processing facilities leading to sub-
sequent reduction in the air gap between the
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bottom of the deck and the sea, sanction was
given for work to commence on the front end
engineering of a new production and hotel plat-
form for the Valhall field.

This became known as the Valhall Re-develop-
ment Project.

With a life expectancy of 2050 and beyond, the
project was considered the best alternative to
resolving the subsidence problem, rather than
to jack-up the old facilities.

BP implemented the project as a Field of the
Future facility, making use of all the capabili-
ties of the new digital technology to facilitate
remote monitoring and control.

Recognizing the challenge, the company devel-
oped a Field of the Future automation blueprint
outlining the project and what its contractors
were expected to deliver to meet the company’s
requirements.

This was important to ensure the engineering
contractors delivered the required sensors nec-
essary for best in class remote performance
monitoring and optimization of critical process
plant and equipment.

An audit of planned Field of the Future capa-
bility for the Valhall Re-development Project
in 2006 proved its success with a high degree
of conformance to expectations.

Skarv field development

Located 210km West of Sandnessjoen, Nor-
way, the Skarv field development concept was
based on an FPSO designed for the area’s harsh
environment.

It was agreed in the early stages of the front
end engineering of the project that a fibre
optic telecommunications infrastructure to
shore should be implemented on Skarv, based
on positive experiences from Ula and Valhall.

The Field of the Future automation blueprint
was also successfully implemented and
specifically updated for Skarv to cover marine
and subsea aspects.

Since 2005, this blueprint document has
evolved into a set of company standards ad-
dressing automation, remote performance
management, advanced collaborative environ-
ments and the digital infrastructure and is now
applied globally to all new major projects
across BP.

The Skarv field

Remote control

BP adopted a degree of remote control for the
Valhall field from shore and combined it with
the extensive use of advanced collaborative
environment (ACE) technology.

The installation of a second independent fibre
optic communications link associated with the
78MW High Voltage Direct Current (HVDC)
Power provided the robustness of communi-
cations needed for remote operation.

Based on a review of value, risk and tactical
considerations, all the primary processes, sur-
veillance and control of the safety systems re-
mained offshore whilst some specific
functions, such as controlling the wells, would
be done from shore.

The control room was designed to reflect the
same look and feel as an offshore facility, with
the same access to wireless communications
and PA systems. A large video wall with high
quality audio equipment was provided off-
shore and onshore to give staff the feeling of
being in the same room.

With more than 100 drilled wells and approx-
imately 100 wells yet to drill, significant value
is to be gained through well optimisation.

Well management complexity is increasing
due to a shift from primary depletion towards
depletion based on water-flood, expanded gas
lift and the use of more advanced wells.




Leaders

As a result, it is leading to more fragile wells
requiring scale management and careful well
surveillance. Well management was improved
by strengthening communications between the
onshore support and operators, thus improving
the well operator’s skills and capabilities.

Valhall, which has a remaining lifetime of 40+
years, is expected to remain a highly complex
field to operate. New technical capabilities and
work practices are constantly under develop-
ment and the general industry trend is to move
an increasing amount of the control and admin-
istration functions from offshore to onshore.

The operational onshore control room will pro-
vide improved flexibility for harvesting poten-
tial benefits from these new capabilities in the
future.

Skarv’s ACE concept

The Skarv green field development saw the op-
portunity to use ACE technology, but since it is
an FPSO with associated marine operations it
was decided not to implement remote control.

Based on experience from BP’s other assets,
the company coupled Skarv into the existing
mid-Norway fibre optical communications net-
work.

This enabled the full integration of onshore
teams both in Stavanger and Sandnessjoen,
with the offshore operation, including real-time
data access to systems, CCTV coverage and
links to other centers, providing a capability for
delivering business benefits in the areas of pro-
duction efficiency improvement, production in-
crease and operating cost reduction.

As in the Valhall project, the Skarv develop-
ment project utilises mirror image purpose-
built ACE facilities offshore.

Remote Performance
Monitoring

Valhall has 40 individual Remote Performance
Monitoring (RPM) applications, which have
been assessed as providing high value, whereas
Skarv with more marine and sub-sea infrastruc-
ture has 46 RPM applications.

Condition Monitoring (CM) and RPM was
recognised as a key component of the Valhall
and Skarv Projects. The systems and tech-
niques that are being provided under the proj-
ects fall into two broad categories:

Those that are well defined and understood
which should be expected to work reliably

The Skarv FPSO

quickly, and be available from plant start-up
Those that are less well defined, where there is
less experience or which are known to require
configuration / set-up / optimization during
early stages of operation (nominally the first
12months)

Each requires its own management to realize
the expectations for the effectiveness of the
techniques employed and to identify additional
opportunities.

With ACE’s both onshore and offshore, the
asset teams will support the day-to-day busi-
ness of the fields, while the engineering support
teams are responsible for following up and op-
erating the RPM tools using their own ACE en-
vironment together with their specialist
contractors.

Lessons and challenges

Installing some of the best technology available
on two new installations will enable BP Norge
to continue to develop and improve concepts
commenced more than 10 years ago on its
brownfield installations.

Many lessons have already been learned but
certainly many are still to come in the years
ahead.

Using blueprints to deliver a true Field of the
Future installation has been a great success.
Not all applications or capabilities which were
initially envisaged have survived to handover
of operations, but the reasons for this are well
understood and can be corrected in future edi-
tions of the blueprints.
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As one of the first companies in the world to
try to perform remote control on a major oil and
gas field, the projects have been challenging
and have required a great deal of effort and at-
tention to detail, although the company is con-
fident that the safety benefits through
consistency of processes and production opti-
mization will justify the investment in time and
resources.

It has been important for senior engineering
staff, who will be responsible for RCM on the
new assets, to align themselves with the key
objectives and truly understand what is envi-
sioned to deliver the desired results without de-
viation. digital

it

Conclusion

BP Norge has put an ambitious strategy in
place for its most recent developments on
Skarv and Valhall and has made a significant
step in the industry’s progress towards the sec-
ond generation digital oilfield.

To drive recovery and uptime, an increasing
amount of cross discipline collaboration is re-
quired, and various technologies will have to
be developed and deployed to obtain the max-
imum economic recovery from all fields.

Remote condition monitoring, data analysis
and interpretation, real time high fidelity data
and collaboration technology are in this port-
folio of technology, and BP Norge has pro-
gressed this significantly, but with a recognition
that there is still much to do on this long
journey.

Field of the Future is a registered trademark of
BP
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Kuwait Oil Company - increasing production
by 2,500 BPD or about 7%

In a pilot digital oilfield project, Kuwait Oil Company managed to increase production from a field by 2,500
barrels of oil per day, or about 7% - and also helped staff work more efficiently and reduce downtime.

LLT
TILY

The Kuwait Oil Company Ahmadi collaboration centre — with electronically activated walls, desks which can rotate
in any direction and raise or lower 24 inches, and a display wall where users can show what is currently on their

workstations

Kuwait Oil Company, operator of the
Sabriyah field in North Kuwait, has been run-
ning a pilot digital oilfield project on its
Mauddud reservoir, covering 49 wells out of
about 500 in the field.

The project was done together with service
provider Halliburton, and is called the
Kuwait Integrated Digital Field project
(KwIDF).

Kuwait Oil Company wanted a system where
staff would make effective informed and con-
sistent decisions, using accurate real time
data.

The project was sponsored by Kuwait Oil
Company's Research and Technology De-
partment, with the main users being field de-
velopment, well surveillance and production
operations staff.

The project achieved efficiency improve-
ments by reducing downtime in artificial lift
systems, increasing well productivity, and
preventing water production (described in
more detail below).

The project included instrumenting 49 wells
(44 production wells and 5 water injection
wells) to provide real time data; upgrading
power and IT infrastructure to support the
wells data gathering; and deploying 2 smart
well completions.

The project included developing workflows
and automated work processes to optimise
production, including reservoir, well, produc-
tion and facilities engineers as workflow
users.

The 'smart' workflows developed are for key
performance monitoring, well performance
evaluation, production surveillance, produc-
tion losses, reservoir visualisation and analy-
sis, electrical submersible pump diagnostic /
optimisation, production allocation, gas lift
optimisation, reporting and distribution.

Collaboration centres

There were also 2 collaboration centres built,
one at Kuwait Oil Company’s headquarters
(Ahmadi, called North Kuwait Collaboration
Centre or NKCC) and one close to the oil-
field.

The Ahmadi collaboration centre has walls
which are electrically activated, enabling the
centre to be divided into one, two or three
different work areas.

Each area has a display wall where users can
show what is currently on their workstations,
so their colleagues can see it.

There are video cameras, so you can do video
conferences.
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Each desk can rotate in any direction, raise
or lower 24 inches, and has its own micro-
phone.

Improving wells

Altogether, actions leading to 2,500 barrels
of oil per day were identified, or about a 7%
increase.

The project made it possible to identify some
wells with electrical submersible pumps
which were not achieving their full produc-
tion potential.

Through the production optimisation work-
flow, it was possible to identify some equip-
ment control automation, optimum frequency
and well head pressure changes.

In one well, the variable speed drive was set
to "I-Limit", which means that the Variable
Speed Drive frequency can be automated.
This led to a significant improvements in op-
eration of the pump - with no unplanned shut-
downs in 6 months since the change,
compared to unplanned shutdowns every 2
weeks before the change, where the well was
closed for one week each time. Benefits
were estimated at 1250 barrels of oil per day.

On two wells, the real time intake pressure
was shown to be above the bubble point pres-
sure, and the suggestion was made to adjust
the frequency to increase production. Bene-
fits were estimated at 130 barrels of oil per
day.

On another well the choke setting had been
reduced, leading to a production loss. By ad-
justing the choke to previous settings, pro-
duction increased 125 barrels of oil per day.

New ways to do business

One of the main objectives of the pilot was
for the operator to change its way of doing
business — and so the advances in ways of
working were seen as a bigger benefit than
the increases in oil production.

It typically takes an experienced production
engineer 7 hours to optimise a well, with 90
per cent of the time on non-value adding
activities.
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With the workflows developed as part of the
project, less experienced engineers can
analyse wells in 1.6 hours, with 5 minutes
time on low value added work.

Case study -
improving production

On one well, the asset manager asked the
team to look for ways to increase production.
The team included one surveillance engineer,
one reservoir engineer, one facilities engi-
neer and two production engineers.

The well was producing 1,300 barrels per
day of liquids, including 630 barrels per day
of oil, i.e. a water cut of 54 per cent. Flowing
bottom hole pressure was 2,100 psi and tub-
ing head pressure was 663 psi.

A multi rate well test was executed in the
well, which showed that the maximum po-
tential oil production was 4,400 barrels of oil
per day, and reservoir pressure could be in-
creased to 2,800 psi (by increasing water in-
jection in adjacent injection wells), so there
was potential for increased production.

A production engineer had concerns that
water could increase if total production was
increased, and collaborated with reservoir
and facility engineers to get a better under-

standing of what effect increasing production
would have.Another production engineer
checked that there would be a net increase in
oil production in the well given the well’s
Productivity Index.

The reservoir engineer agreed that, since the
voidage replacement ratio (injected fluids di-
vided by produced fluids) is around 0.75, if
water injection was increased, the reservoir
could provide the expected production.

The facility engineer agreed that the facilities
could handle the expected pressure increase,
and worked out how to re-distribute the
water injection in the system.

So the whole team worked together to make
the change. The asset manager expects oil
production to increase by 1,100 barrels per
day.

Case study -
preventing pump failure

A second well was producing 1,600 barrels
of oil per day, with nearly 5 per cent water
cut, and tubing head pressure of 169 psi, in-
take pressure (to the downhole pump) at 900
psi and discharge pressure (from the pump)
at 2,300 psi.

The multiphase flow meter lost signal around
July 2012, and the well test reported that the
oil rate had reduced to 1,300 barrels of oil
per day.

The surveillance engineer had been monitor-
ing an alarm, showing that discharge pres-
sure was decreasing and behaving erratically,
whilst intake pressure was constant at 900

psi.

In September 2012, 2 months later, the pro-
duction engineer did a diagnostic of the
pump and found that it had a problem with
gas interference, of around 40 per cent by
volume. This was affecting pump discharge.

The engineers decided to increase the tubing
head pressure to 320 psi by reducing the
choke setting.

After this had been done, the asset manager
wanted to increase production to compensate
for the deferred production over the past 2
months, and asked the production engineer
how this could be achieved, without affect-
ing pump behaviour.

The production engineer saw that the pump
frequency was 47 Hz, and the frequency
could be increased to 51 Hz so long as the
tubing head pressure was increased first,
leading to expected production of 2,300 bar-
rels per day.

The reservoir engineer agreed with the idea.
He could see that the reservoir bubble point
pressure associated with the well was 1,100
psi. If the intake pressure was 900 psi, gas
would be liberated into the pump. However
the voidage replacement ratio was 0.8. The
engineer suggested increasing water injec-
tion to re-pressurise the area associated with
the well, increase bottom hole flowing pres-
sure from the bubble point pressure, and
achieve the desired production rate.

The team asked the facility engineer if the
power supply and voltage were available to
increase pump frequency to 51 hertz and if
water injection could be modified.

The tubing head pressure was increased from
169 to 250 psi by reducing the choke setting
and from 250 to 390 psi by increasing pump
frequency.

In the first step, free gas was reduced from
40 per cent to 25 per cent and stabilised at 30
per cent. In the second operation (changing
pump frequency) the liquid rate increased
from 1,385 to 2,374 barrels per day.

For further information see SPE 163696-MS
“Maximizing the Value of Real-Time Oper-
ations for Diagnostic and Optimization at the
Right Time.” A. Al-Jasmi, H.K. Goel, A. Al-
Abbasi, and H. Nasr, Kuwait Oil Company,
and G. Velasquez, G.A. Carvajal, A.S. Cul-
lick, J.A. Rodriguez, and M. Scott,
Halliburton
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OpendTect seismic interpretation software -
doubled in 3 years

dGB Earth Sciences of the Netherlands reports that its "OpendTect" seismic interpretation software has
roughly doubled in usage over the past 3 years.
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The number of users and developers on the OpendTect mailing list 2007 to 2012

The company does not have direct data about
who is using it, but it can see that there are
4188 users on its mailing list requesting infor-
mation on the latest updates to OpendTect -
an increase from around 1600 in 2010 and 500
in 2008. Since September 1, 2009, there have
been over 120,000 downloads of the software
direct from the dGB web site.

The number of developers on its mailing list
has also doubled in the past 3 years to 483
now.

There are 3020 academic licenses to the soft-
ware, being used at 340 different universities
worldwide.

The Open Seismic Repository, for storing
seismic data which is freely available, has
seen 20.7 terabytes downloaded so far.

dGB has drawn a comparison between Open-
Tect and its competitors according to the only
metric publicly available - LinkedIn group
members.

OpendTect has 855 members to its LinkedIn
Group, compared to 3884 members in the Pe-
trel Independent User Group; 992 members in
the Seismic Micro Technology Kingdom User
Group; 1177 members of the Landmark
Openworks Independent User Group; and
744 members of the GeoFrame Independent
User Group (data counted in Aug 2013).

Companies who are using the OpendTect soft-
ware include:

NOCs: ADA Oil (KNOC), Saudi Aramco,
BAPEX, CNOOC, Ecopetrol, KJO, KNOC,
MOL, NIOC, OMV, ONGC, Petrobangla,

Petrobras, Petrochina, PTTEP, Sinopec,
Sinochem, Statoil, ZADCO
Majors: Chevron, ENI -Agip, ExxonMobil

B

Big growth in users of the opensource seismic interpre-
tation software OpendTect

Independents: Anadarko, Addax, Apco, Abun-
dant Resources, Aspect Energy, BG Group,
Cathedral Energy, Cairn, CAPEX, CNR, Det-
nor, DNO, GDF SUEZ, Geoproduction, Gran
Tierra, Inpex, Jogmec, JGI, Lukoil, Maersk,
Marathon, Maness Petroleum, MEO, Nettle-
combe, Newfield, Noble Energy, OGX
Petroleo, Pan American, Petrolero, Premier
(oilexco), Reliance Ind., RosNeft, Rocoil,
Samson Resources, Santos, Sigma Energy,
Wintershall, Woodside

Service companies: 3D-Geo, AGR -Tracs,
ARK CLS, ArkEx, Beicip, BGP, CGG, Dana
Geophysics, Dakon, DegeconekNigeria,
Earthworks E&R, EOSYS, Fugro-Jason,
Fugro-Robertson, Gas-KCO, GCT-
GeoCruiser, Geolnfo, Geokinetics, Geostan,
Holleman& Kenney, IF Technologies, Tkon-
Science, KerogenResource, Norsar, Optim,
Petroguard, Thrustbeltlmaging, Predict Geo-
con PGS, RPS, SIGSA, Spice Inc.
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How to standardise well identification

Developing a standard system for identifying wells continues to be a constant challenge in the E&P industry,
writes Nalin Jena, Upstream Data Manager with Reliance Industries, Mumbai.

The Unique Well
Identifier (UWI) is-
sues we face are man-
ageable with effort

\ ;::.? and planning. These
problems will not
solve  themselves.

How much pain, loss
of performance and
mistakes the company
is willing to tolerate
will drive a careful
UWL

Nalin Jena, Upstream Data
Manager with Reliance In-
dustries, Mumbai

With over 500,000 wells drilled world-wide so
far, and unconventional oil and gas staking to
drill a million wells in this century, wells are
going to be plenty.

Wells are the medium for the reservoirs provid-
ing the hydrocarbons. They are long-living, ex-
pensive and the business agents.

Loose well naming is quite common leading to
(for example) a complete lack of traceability of
100,000 wells drilled in the state of Pennsylva-
nia in 19th century.
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The industry has learnt the hard way the impor-
tance and methods of proper well naming.

Evolution of digital oil fields, real-time subsur-
face data like cross-borehole seismic, and inte-
gration of technical data with business and
commerce, is increasing the need to have a cor-
rect well name.

But independent and mutually discordant UWI
(unique well identifier) can become a pain when
acquiring or relinquishing blocks with wells.



Uniform naming standards

There is no uniform world-wide well naming
standard.

Physically, a well is a fairly complex entity that
can change in a number of ways over time.

Due to its physical complexity, a well is also a
very complex data modeling entity.

Within the PPDM Data Model, there are over
1700 tables and 43000 columns, and a signifi-
cant number of field characters deal specifically
with aspects (attributes) of a well through its en-
tire life-cycle, from planning through
licensing/permitting, drilling, completion, pro-
duction and operations, abandonment and recla-
mation. It is therefore, impossible to embed all
aspects of a well in its name.

The challenge for data managers is to be able to
maintain the identity of the well, through all its
various aspects and phases. The UWI (unique
well identifier) is the thread of life to this impor-
tant hydrocarbon asset.

Defining the well name

You need to define a unique name for the well
for its computerized access and usage. You need
a naming method that can be made consistent
(algorithmic) across different creators. Establish
methods of validating the name for it consistent
interpretation and use.

There are 3 different types of name.

The “common well name” is the name popularly
used and followed in the company. Ideally, this
should be limited to early stages of well life-
cycle and slowly replaced by a more robust
name.

The “short well name” is an abbreviated identi-
fier normally derived from the field-code, well-
number and the orientation.

The “unique well identifier” is a code which def-
initely identifies every borehole distinctly. No
two wells in the database can have same UWI.

You need simple, consistent methods for identi-
fying all wells —an identity that will not change
through time and an identity that will not change
with various well operations.

It is imperative that each well (i.e. hole-in-the-
ground) be uniquely identified in order for com-
puter oriented data to be most reliable in storage,
extraction and analysis.

All well activities are discriminated to identify
changes in data. This assures correct data inte-
gration.

sl e

Does this well have a unique number?

Issues

The basic problem is that the various standards
were created about 50 years ago, and technol-
ogy has moved forward in such a way that there
are cases where the structure of the UWI simply
can’t accommodate the way that the wells can
now be drilled.

Accounting of every well-bore and its data is
necessary for integration and proper access to
large volumes of data.

Geoscientists and engineers unknowingly gam-
ble on a routine basis. Every time they assume
the datasets being used, like velocity, paleontol-
ogy, logs, reservoir /core analyses, production
and test information have been digitally inte-
grated to the correct well / wellbore. Seldom are
these audited or checked in work processes.

Qualities of good name

A good well name has fixed fields of precise
definition — Name has definite and clear parts.

It has clearly and completely identified the well,
wellbores and its interventions affecting data.

It doesn’t carry extra attribute information,
which can be easily and surely looked-up.

It is scalable, expandable to different known
conditions; amenable to sets of new conditions.

It can be explained and followed in a concise
manner.
Impact to business

There are many problems which can arise from
poorly labelled wells.

Well names can misappropriate expenses and
revenues.
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You can get litigation.

You can get incorrect and incomplete data as-
signment leading to erroneous analysis and in-
terpretation

UWI implementation and
governance

This is the process for implementing a “unique
well identifier” system.

Collect and define all existing well-bores with
a UWL

Build and verify the master. Update the fields
of all attributes.

Maintain a data dictionary of the attributes to
ensure consistent interpretation and use.

As all wells are drilled by the drilling depart-
ment, the responsibility vests with them to get
the UWI right.

The data management team will issue and
maintain the UWTI for all approved, ready-to-
drill wells.

Periodic audit and review of the UWIL.

Publish the UWI and well data master.

Reliance Industries Limited (RIL) is an Indian
conglomerate holding company headquartered
in Mumbai, Maharashtra, India. The company
currently operates in five major segments: ex-
ploration and production, refining and market-
ing, petrochemicals, retail and tele-
communications. RIL is one of the largest pub-
licly traded companies in India by market cap-
italisation and is the second largest company in
India by revenue after Indian Oil Corporation.
(source Wikipedia).
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Piper Alpha - 25 year conference report

Lord Cullen - what have we learned from

Piper Alpha?

Lord Cullen, who conducted the 13 month government enquiry into the Piper Alpha Disaster, used his
keynote speech at the 2013 Oil and Gas UK conference to question how much the industry has learned since
then.

Lord Cullen, led
a 13 month UK
government in-
quiry into the
Piper Alpha dis-
aster of 1988. The
inquiry led to 106
recommenda-
tions, all of which
were accepted by
the industry.

His talk at the 2013 Oil and Gas UK confer-
ence to mark 25 years since Piper Alpha,
aimed to “give you some reflections on the
Piper enquiry and look at them in the light of
recent developments,” he said.

When starting the Piper 25 enquiry, it was not
obvious what direction it should take, Lord
Cullen says. “I was asked to make observa-
tions and recommendations with a view to
preservation of life and avoiding similar ac-
cidents in the future,” he said.

There did not seem to be much point in lim-
iting the analysis to the one specific accident,
because this would only help prevent that
specific accident from re-occuring. “Major
accidents are relatively rare — history does
not repeat itself in the same fashion,” he said.

So intstead, “I examined the significance of
whatever had a tenable connection with the
chain of events which led up to the catastro-
phe, and I also took account of other factors
which played no part in bringing about the
result, but which were in themselves cause
for concern.”

Management

Before starting the enquiry, he expected that
it would be concerned with hardware, he
said. “To some extent it is. Take subsea iso-
lation valves, which were lacking in Piper
Alpha.”

“But I quickly realised the fundamental, and
running through everything else, was the
management of safety.”

“And as I dug down to the background of
what happened, I discovered it was not just a
matter of technical or human failure. As is
often the case, such failures are indicators of

underlying weaknesses in management of
safety.”

“Management shortcomings emerged in a va-
riety of forms. For example there was no
clear procedure for shift handover. The per-
mit to work system was inadequate. But so
far as it went, it had been habitually departed
from. Training, monitoring and auditing had
been poor, the lessons from a previous rele-
vant accident had not been followed through.
Evacuation procedures had not been prac-
tised adequately.”

“There had not been an adequate assessment
of the major hazards and methods for control-
ling them.”

For example, no-one had fully understood the
implications of a high pressure gas fire,
which would have consequences for the
structure and integrity of the platform, for
safety of personnel, and for the means of
evacuation and escape. “The gas pipelines
would take hours to de-pressurise — and this
became a dreadful reality on the night of the
disaster,” he said.

“These provided possible starting points for
recommendations to the industry and
changes to the regulation of safety.”

“I was conscious that no amount of regula-
tions can make up for deficiencies in the
quality of management of safety. That quality
depends critically on effective safe leadership
at all levels and the commitment of the whole
workforce to give priority to safety.”

“I saw those factors as intertwined with each
other, and together making a positive learn-
ing culture and all that entails in the way of
values and practises. It is essential to create
a corporate atmosphere or culture where
safety is understood to be and accepted as the
number one priority,” he said.

“Management have to communicate this at
all times and at all levels within the organi-
sation. Most particularly by their everyday
decisions and actions in tackling the issues
which arise. They provide the opportunity for
subordinates to see real practical substance.
Leaders undoubtedly set the tone.”

These ideas were echoed by the board which
investigated the loss of Space Shuttle Colum-

bia and its crew in 2003, where the investi-
gators had written, “If reliability is preached
as organisation bumper stickers but leaders
constantly emphasise keeping on schedule
and saving money, workers will soon realise
what is important and change accordingly. Be
thorough and inquisitive, avoid leadership by
PowerPoint, and question untested assump-
tions.”

Safety means “ensuring all the companies’
employees and contractors not only know
how to perform their job safely but are con-
vinced they have responsibility to do so,”
Lord Cullen said.

Safety representatives

Regulations were introduced in 1989 that
staff should elect safety representatives and
the company should train them. “They are
not part of the management but they have im-
portant functions, such as power to carry out
investigations and reporting safety concerns
to management, without fear of recrimina-
tion,” Lord Cullen said. “It helps reinforce
the principle that each employee is responsi-
ble for his own safety”

The definition of the required training was
“somewhat cryptically expressed — ‘Such
functions as may be reasonable in all circum-
stances.” The kind of words only a lawyer
would use,” Lord Cullen said.

“In practise it seems this means basic training
in health and safety, the employers health and
safety policy, and how safety representative
should carry out their functions.”

Lord Cullen said he strongly supported the
development of an OPITO industry standard
for training safety represenatives including
investigating acccidents and use of audit.

Process safety

A theme of accidents over the past decade has
been too much emphasis on personal safety
(hard hats) and not enough on process safety
(the accidents which cause the big disasters).

“The shortcomings on Piper Alpha repre-
sented failures on the part of management to
give adequate attention to process safety,
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where the frequency of incidents is low but
the potential consequences are very serious,”
he said.

Similarly the (UK) Buncefield disaster in
2005 showed poor process safety. “An over-
flow of petrol led to the ignition of a vapour
cloud and a massive explosion,” he said. “A
monitoring gauge had been sticking for
months without an effective response. A high
level switch for closing down the flow was
inoperable. It had not been locked in a work-
ing conditions. Bunds for containing fuel
were inadequately designed and maintained.
A report published in 2011 stated that various
pressures had created a culture where keep-
ing the plant running was the primary focus.”

“The safety management system focused too
closely on personal safety and lacked any real
depth on control of major hazards. There
should have been an understanding of major
accident risk and systems designed to control
them.”

Also in 2005 was the BP Texas City Refinery
disaster, with a release of flammable liquid
and explosion and fire. “The US said it was
caused by deficiencies at all levels of the cor-
poration. Cost cutting, failure to invest and
production pressures had impaired process
safety performance,” he said.

“The reliance on a low personal injury rate
as a safety indicator had failed to provide a
true picture of the health of the safety cul-
ture.”

“That disaster led to setting up a panel under
James Baker III which looked at BP’s US re-
fineries.

It said ‘BP emphasises personal safety but
not process safety and did not set an appro-
priate process safety tone at the top.””

“5S years later came Macondo. Among the
many words that have been written on this
disaster was a report by Deepwater Horizon
Study Group by members of the centre for
Catastrophic Risk Management.

Findings were strikingly similar.”

“It said BP’s system was geared to a ‘trip and
fall; mentality rather than being focussed on
the big picture. It had been observed that BP
forgot to be afraid.”

Auditing and learning

For a safety system to work, “auditing is es-
sential — and as far [ am concerned it should
be inquisitive auditing,” he said.

“On Piper there had been audit of the permit

Piper Alpha - 25 year conference report

Delegates listen to a keynote speech by Lord Cullen, who conducted the enquiry into the 1988 Piper Alpha Disaster,

speak about areas he thinks the industry still needs to improve

to work procedure 6 months before the disas-
ter. No deficiencies had been reported. The
management assumed that in the absence of
such feedback all was well, but the practise
was very different.”

Once signs are spotted, you need to make sure
people learn from them. “If you read the re-
port of a major incident you will often see that
it was preceded by the neglect of signs that all
is not well,” he said.

“9 months before the Piper Alpha disaster, a
rigger had been killed in an accident which
was due to the members of the night shift im-
provising in the course of a lifting job without
an additional permit to work, and to them not
receiving adequate information from the day
shift. After that incident management made
some steps but they were not followed
through.”

“I recall a chief process engineer from Piper
saying in the course of his evidence, there were
always times when it was a surprise that you
found some things were going on.”

“In Buncefield there were signs that the equip-
ment was not fit for purpose but nothing was

done apart from temporary fixes.”

“Warning signs in Texas City refinery had
been [ignored] for several years.”

The risk control systems give warnings about

problems which don’t themselves escalate
into major incidents.

Communications

Communication is critical in many areas of

safety management — from shift handovers to
company communications about safety policy.
The James Baker inquiry into the Texas City
Refinery said that corporate managers and re-
finery workforce should both understand the
importance of process safety, and BP’s cor-
porate management must clearly and fre-
quently and consistently communicate that
value.

“During its review, the panel found little to
indicate that before March 2005 — BP corpo-
rate management had effectively demon-
strated its commitment to process safety —
either through its communications or through
a regular presence at US refineries,” Lord
Cullen said.

“Communication is no doubt especially de-
manding in the offshore industry. It is normal
that different workforces have to work to-
gether and they are doing so in an isolated
and demanding environment.”

“The commission which investigated the
blowout at the Montara well head platform in
the Timor Sea in 2009 found that a contribut-
ing factor had been a systemic failure of com-
munication between the owners and the rig
operators — and between rig and onshore per-
sonnel of both companies.”

“The rig operators were ultimately responsi-
ble for rig safety, but when they came to cer-
tain critical procedures it was the owners that
were calling the shots.

“The commission observed that communica-
tions between owners and operators needed
to be more formalised with explicit sign-off
on importance decisions affecting safety, well
integrity and the environment.”
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“8 months later we come to Macondo again
where the National Commission observed
[afterwards] that BP and other operators
needed an effective system in place for inte-
grating the various corporate cultures, inter-
nal procedures and decision making
protocols of the many different contractors
involved in a deepwater well.”

Making it happen

“Many companies have safety slogans such
as absolute safety and zero accidents. Piper
was no exception,” he said.

“The Baker Panel said, “BP has the aspira-
tional goal — no accident, no harm to people
— but it appears that refinery managers have
had no guidance from corporate level refin-
ery management as to how to achieve that
goal.”

Safety cases

Lord Cullen spoke at length about safety
cases, which is a document, or ‘structured ar-
gument’, showing that a system is as safe.

Safety cases had been required for onshore
management of hazards since regulations in-
troduced after the Flixborough disaster of
1974, an explosion at a chemical plant where
28 people were killed and 36 seriously in-
jured.

However in 1987, the UK’s Department of
Energy advised against introducing a safety
case regime offshore. This proved to be “a se-
rious setback for development of the offshore
regime,” he said.

“Onshore the hazards were serious enough.
Offshore they were compounded by the iso-
lation of installations, concentration of the

workforce on or near them, unpredictability
of the weather, and the fact that in the event
of an emergency immediate protection for
workforce had to be provided.

Conduct of one set of employees might affect
that of others.”

After Piper Alpha, Lord Cullen recom-
mended an offshore safety case regime,
which would include identification and con-
trol of major hazards, safety management
systems, temporary protection for crew in the
event of an emergency, and full evacuation
and rescue.

“I said it was an important component of the
regulatory regime. The safety case should in-
clude provision of how safety should be
achieved, covering both operators and con-
tractors,” Lord Cullen said.

“The requirement for safety cases is no doubt
demanding, for operators and for those who
have to discharge a regulatory function. “It
calls for expertise, vigilance and resources. It
means a thorough assessment of risk, asking
and answering the ‘what if” questions.”

Lord Cullen quoted the report by Sir Charles
Haddon-Cave on the Nimrod aircraft disaster
in 2006, causing 14 deaths of RAF personnel.
The plane caught fire after a routine mid-air
refuelling manoeuvre.

Sir Charles had said that the MOD safety
case for Nimrod “was riddled with errors, a
story of incompetence and cynicism. It was
fatally undermined by a flawed assumption.
It was seen as one of proving something
which everyone knew as a fact, that Nimrod
was safe. This attitude was corrosive,” Lord
Cullen said.

“A company which is competent to operate
an offshore installation should be competent

to produce a safety case,” Lord Cullen said.

“The involvement of the company’s own per-
sonnel [to put together the safety case] is the
best way to obtain the full benefit within the
company — and for the purpose of dialogue
with regulators,” he said. “They should be in
a position to contribute to the production, re-
view and revision of safety case.”

“On the other hand, consultants have a role
in bringing an independent perspective and
novel techniques.”

“Some people see the preparation of safety
case as little more than a paper exercise, he
said. “To my mind that would be to misun-
derstand its value.

“Focussing on safety in a systematic way
may reveal gaps in safety protection. It pro-
vides a learning opportunity.It can enable
senior management to communicate their
safety strategy. It can assist the workforce to
understand the rationale for systems and
practise. It should assist in making improve-
ments.”

“This pre-supposes that those who should
have the information from a safety case can
find it and understand it.”

“As I understand it, the typical safety case is
extensive — and due to the need for it to be
technically robust, much of it is complex.
That can be a problem.”

“The Maitland panel [which looked into the
UK offshore safety regime after Macondo]
said safety cases should be living documents
central to the way facilities are operated, with
contents widely understood.”

“A safety case should reflect the organisa-
tion’s safety culture. If that culture is sound
and healthy — it should show.”

digital
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BP - what we did after Deepwater Horizon

After the Deepwater Horizon disaster, BP has re-organised its company so that technical specialists report to
a senior technical specialist in the company, not the manager of the asset they are working on,
says Bob Fryar, Executive Vice President, Safety and Operational Risk, BP.

“Following the Deepwater Horizon accident,
Mark Bly, who was my predecessor as Head of
the Safety and Operational Risk function, led
the BP internal investigation of the accident,
which was conducted by a team including in-
ternal and external expertise,” said Bob Fryar,
Executive Vice President, Safety and Opera-
tional Risk, BP.

He was speaking at the Oil and Gas UK event

in Aberdeen “Piper 25” to mark 25 years since
the Piper Alpha disaster, on June 18, 2013.

“The Bly Report included 26 recommendations
addressing important areas of deepwater
drilling, including cementing guidelines, equip-
ment certification, assuring the competence of
individuals, and testing of blow-out preventers.

“The recommendations directly addressed the

findings of the investigation. For example, they
recommend a review of all cementing contrac-
tors and new mandatory practices for cement-
ing.

“They recommended revising the relevant BP
engineering technical practice to include more
details on negative pressure tests, including
areas such as success criteria, responsibilities of
personnel and configuration of valve positions.
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“With regard to blow-out preventers, the rec-
ommendations contained new provisions on
maintenance, testing and design.”

“The implementation of these recommenda-
tions is an ongoing major programme of work
within BP. Each recommendation has to be
applied across multiple locations —and many
require new processes or agreements with
contractors.”

“We have broken down each of the recom-
mendations into defined and measurable de-
liverable actions.”

“The closure of the recommendations is veri-
fied by our Safety and Operational Risk audit
team, which worked with the Bly report pro-
gram team to make sure that the deliverables
flowing from the recommendations would be
verifiable. Closure is also verified by an inde-
pendent expert who was appointed by BP’s
Board of Directors in June 2012.”

“Fourteen of the 26 recommendations are now
complete.”

Moving to functional model

BP is re-organising the company. “We wanted
our upstream organization to be structured in
a way that would encourage the building of
capability and the consistent application of
standards across the world, wherever they
apply,” he said.

“We did this by moving from an asset model
to a functional model. It means that, instead
of organizing the company in regional teams,
we organized our upstream in centralized

Piper Alpha - 25 year conference report

functions that bring together the people who do
the same jobs around the world.

“All the explorers report to the head of explo-
ration. All the people who build new projects
report to the head of the Global Projects Organ-
ization. The people involved in drilling, com-
pletions and interventions all report to the head
of the Global Wells Organization.”

“A benefit of this is that we can build on our
expertise within the teams to deliver excellence
in each function and also drive standardization
more readily where we wish to do so, with each
team using standard procedures. We believe
these procedures contribute to consistent im-
plementation and safer execution of work.”

Capability

“We also have looked at capability develop-
ment within the framework of the new func-
tional organisations.”

“Part of this is about technical specialist capa-
bility. In our global wells organisation, we have
brought deep expertise in house. We now have
12 cementing specialists in the company, as
well as the cementing contractors we work
with. We also have a team of 30 dedicated
solely to BOP reliability.

We have set up the Global Wells Institute,
which brings all our Wells training under one
roof. The institute emphasises practical, expe-
riential learning and a big part of that learning
occurs in the state of the art well simulator area
which we have commissioned.

The simulators are used by BP personnel as
well as by the contractors who actually drill the
wells and who ultimately are responsible for
well control. I'm told that the room contains the
world's largest collection of drilling simulators
in one space.

The simulators replicate three major opera-
tions: the offshore environment, land-based
drilling, and workovers. This simulator allows
for the observation and assessment of individ-
uals as they manage hypothetical well control
incident scenarios.

Supporting drilling operations

We have reviewed our requirements for drilling
rigs in service on BP-operated wells. Any pro-
posed departures from those requirements need
approval from the appropriate person in our
Safety & Operational Risk organisation — what
we call S&OR.

We have also set out to use technology to en-
hance our integrated decision-making on
drilling and wells.

In Houston we have created a Monitoring
Center that enables offshore crews to consult
in real time with onshore experts — viewing
the same data and linked by video.

While the responsibility for well monitoring
remains with the rig crew, having a monitor-
ing center means more people can be avail-
able as resources in a given circumstance. We
believe this can lead to more considered deci-
sions by those who have ultimate accountabil-

ity.

“Accountability for the final decision will al-
ways remain with the rig crew — the Monitor-
ing Center is about informed decisions, not
collective decisions.”

Spill response

“Since 2010 there has been a strong industry-
wide programme of activity in the area of spill
response. “

“At the international level, the Global Indus-
try Response Group was set up and has
launched several work-streams. One is look-
ing at data from incidents and communicating
good practice, so the entire industry can learn
together. Another relates to developing a well
capping toolbox. Another is focused on re-
sponse in general — capturing the lessons we
learned in areas such as relief well drilling and
crisis management.

“BP has built its own capping stack and other
containment equipment. It is stored in Hous-
ton but can be mobilised worldwide quickly.”

Safety organisation

"Following the Deepwater Horizon accident,
we established a Safety and Operational Risk
organization (S&OR). Mark Bly initially
headed the organization and I have recently
taken over from Mark. "The S&OR organiza-
tion helps us provide an expert view of safety
and risk that is independent of the business
and its line management."

"The S&OR team is made up of hundreds of
professionals whose focus is on safety and op-
erational risk. Many of these professionals are
based around the world alongside our operat-
ing businesses.

"The existence of S&OR does not absolve the
line managers of responsibility for safety and
operational risk. The people who do the work
must shoulder that accountability. But we —
S&OR — are here to help them manage the
risks effectively and to conduct risk-based as-
surance, and to challenge them where neces-

sary."
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The organization has very clear roles: setting
clear safety and operational risk requirements;
maintaining its independent view of risk, in
particular by conducting assurance and audits
on the work of the line organization; and pro-
viding deep technical expertise, including ex-
pertise in engineering, security, safety (both
personal safety and process safety), health and
the environment; and, if necessary, interven-
ing to cause corrective action based on our in-
dependent view.

Leadership

"We are expecting leaders to spend time in the
field and engage with staff on the front line.
We are providing them with tools and guid-
ance on how to do that effectively, giving
them valuable insights into conformance, bar-
riers and risk management in the operations
for which they are responsible."

"We have enriched our leadership team with
people who bring experience from other in-
dustries with strong records in managing high
hazard operations. We have some former
NASA astronauts — including one who
worked on the Challenger Space Shuttle re-
sponse. We have former nuclear industry pro-
fessionals and military safety experts."

"On our Board we have Admiral Skip Bow-
man who is a former leader of the US Nuclear
Submarine navy.”

"We’re now just piloting another program
called Leading in the Field which is specifi-
cally about how leaders engage staff and in-
spect operations."

“We have created ways whereby sites can
learn from each other, including a program
called EXEMPLAR which brings specialist
coaches onto sites to help them accelerate in
particular areas of OMS (operations manage-
ment system).”

Risk assessment

“We have a single BP-wide required frame-
work within which risks are identified, under-
stood, managed, reduced and if possible
eliminated," he said.

"Every BP operation performs an annual re-
view of the risks it faces, refreshed as neces-
sary during the year if there are substantial
changes in circumstances. The operation con-
firms that controls are in place and sets prior-
ities for further reduction or elimination. The
output of the work can be captured in a matrix
where risks are plotted to show both their po-
tential severity and probability."

"It allows us to set accountabilities for specific
risk reduction actions, track the completion of
those actions, and confirm when risks have
been reduced or eliminated entirely."

"One of the tools we find effective is the
bowtie tool — many of you will be familiar
with this tool. On the left it shows the barriers
we create to prevent incidents — and on the
right, the things we do to mitigate the impact
if an incident occurs."

"It helps users to understand and manage both
prevention barriers and mitigation barriers in
place for each risk. This contributes to a deep
and consistent understanding of the specific
risks and can be used to help drive risk down."

Checks

"When it comes to safety, as long as you are
careful to maintain clear accountabilities and
a clear sense of ownership by decision-mak-
ers, two heads can be better than one and three
can be better than two,” he said. "We have a 3
tier approach to assurance.

“As the line is accountable for safety, they
conduct self-verification to confirm whether
they are conforming to OMS and their barriers
are robust, and to enable them to take action
as needed.”

“Second, S&OR provides targeted, risk-based
assurance by checking to see how the line is
meeting requirements and maintaining and
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operating barriers. We do this on a structured
way where we have a set topic, say control of
work, where we see how well the line is
demonstrating conformance. From looking
across the company through these assess-
ments, we can determine if there are points
that need to be addressed across the com-

pany.”

“Last, we have audit. In addition to the com-
pany’s group internal audit team that looks be-
yond safety and operational risks, we have an
audit team which sits inside S&OR and con-
ducts a risk-based programme of regular
safety and operations audits of the businesses
operating on our OMS. We also audit third
party rigs and ships to see if they meet our ap-
plicable standards."

Improvement

“In 2008 when we first put the LOPC (losses
of primary containment) metric in place we
had 658 releases. Last year we had 292. That
was a 19% reduction versus 2011.”

“Process safety events are categorized by tiers
depending on their severity, with tier 1 being
the most significant. For BP, we saw a 42%
reduction in Tier 1 PSEs in 2012 on 2011.”

"Tracking this data is only part of BP’s efforts
to drive continuous improvement. But I be-
lieve the data suggest we are beginning to see
the benefits of the various ongoing activities
I’ve described. Even one LOPC can have high
consequences, and any accident is one too
many - and of course there is always more to
be done."

Admiral Skip Bowman says “when you think
things are going the best, you should be losing
the most sleep”. And of course that is a clear
message about never being complacent.

"While we believe these things are making a
difference, we also know there is always more
to do at BP and in the industry, and we must
remain vigilant. The Piper Alpha and Deepwa-
ter Horizon accidents remind us all of the con-
sequences when things go wrong. They also
provide lessons from which we all can learn
and improve." digital
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“I was offshore on the
night of 6th July 1988
[the night of the Piper
Alpha disaster] along
with 10,000 offshore
workers,” said Jake
_ Molloy of the UK
offshore ~ worker’s
union RMT, speaking
at the Oil and Gas
UK conference to
mark 25 years since
the Piper Alpha
» Disaster.

Mr Molloy is regional organiser for the UK’s
National Union of Rail, Maritime and Trans-
port Workers (RMT) with responsibility for
offshore operations and a former offshore
safety representative.

“I climbed into my bunk that night knowing it
was a dangerous industry but I don’t think
many of us understood how dangerous it was.”

“Cutting edge technology and communica-
tions extended to a telex and fax machine, for
the most part we didn’t have television off-
shore.”

“The first meaningful picture of what had oc-
curred came when the newspapers arrived off-
shore.

As the day slipped by we were reminded of
colleagues lost and of the terrible events and
images witnessed by those who made it off the
platform alive. The headlines kept coming, as
did the funerals.”

“Along with the horrors came the PR people
and political apologists,” he said. “They tried
to put together a story which was fit for public
consumption arguing that the Piper catastrophe
had in fact been unforeseen and unforeseeable.
But the workforce knew differently.”

“The alternative workforce opinion emerged,
slowly and a bit fragmented at first. But in-
tense media interest ensured that every near
miss was conveyed to an increasingly outraged
public.”

“What was exposed was a rotten safety regime
being overseen by a government department
whose core function was to ensure uninter-
rupted production.”

“A little more than 6 months after Piper, thou-
sands of offshore workers took their campaign
for safety improvements onto the streets,
marches took place in Newcastle, Aberdeen,
and Glasgow.

Piper Alpha - 25 year conference report

Offshore worker’s perspective on safety

Trade Unionist Jake Molloy provided the offshore worker’s perspective on safety at the Piper 25 conference.

Industrial action followed. Commentary by the
national opinion formers like Panorama and
Newsnight, suggested that the workers won the
media war,” he said.

“At the beating hearts of these disputes were
thousands of principled offshore workers who
put their livelihoods on the line.”

Regulations

“Later, Lord Cullen worked his magic and pro-
duced two tablets of commandments which we
know as the Piper Alpha enquiry. These volumes
were the prelude to new regulations,” he said.

“However it has to be said that the regulations on
their own would never have delivered.

Only the presence of a regulatory authority in the
form of the HSE, coupled with the ever present
challenge of organisations like my own, brought
about significant improvements in safety.”

The problem is not solved. “The fact is, we’ve
come close to disaster a number of times during
the last 25 years, closer than some of you can
probably imagine,” he said. “Too often, luck, as
opposed to good management has been the only
thing saving us.”

Key programs

There is a lot of confidence among offshore
workers in the UK Health and Safety Executive’s
“key programs” of the past decade which aim to
address specific areas of offshore safety — hydro-
carbon leaks, drilling and deck operations, main-
tenance backlogs, and ageing assets, he said.

Key program 1 (or KP1) started in 2001 looking
at hydrocarbon leaks offshore. “There were sim-
ply too many hydrocarbon leaks occurring and
HSE wanted us to address this,” he said. “Work-
ers had been shouting about gas leaks for some
considerable time.”

KP2, starting in 2003 looked at improving deck
and lifting operations, and drilling operations,
following 8 fatalities in drilling which had hap-
pened in 3 years. “The use of a lagging indicator
and specifically one which counts bodies was
completely unpalatable,” he said. However the
program stopped the fatalities. “There hasn’t
been a death in drilling operations the UK sector
since 2004, he said.

KP3 started in 2004, was to make sure safety crit-
ical items were being adequately maintained, fol-
lowing complaints from workers about a backlog
in maintenance tasks. It involved 100 targeted in-
spections over 3 years.

It led to a report on offshore asset integrity, pub-
lished in 2007, which “was extremely critical of
industry and demanded significant improve-
ments,” he said.

“The report was so critical that in 2008 the UK
government called on HSE to conduct a review
of progress made about the 2007 findings. That
review found there was raised awareness of the
need for improved process safety management,
but still room for improvement, and most impor-
tant to us, improvement in the area of workforce
involvement.”

The KP4 program, looking at ageing equipment,
started in 2000 and is due to report in mid 2013.
“The safety of 28,000 workers is depending on
structures,” he said.

“The regulator is driving the agenda and high-
lighting the concerns they have which industry
is expected to address.”

Industrial relations

“As employers you cannot continue to ring fence
HSE matters and industrial relations issues as
two separate and distinct matters, it cannot be
done,” he said. “They are inextricably linked.”

“Existing industrial relations allow employees to
apply discriminatory practises — in every aspect
of employment. Pay, leave entitlement, redun-
dancy, promotion, disciplinary procedures. It cre-
ates power imbalance, which acts as a significant
barrier to greater involvement of workers.”

“If you are worried about your career to be af-
fected or ended by challenging [your employer
on a safety matter] are you really likely to chal-
lenge?”

More to be done

In future, “more needs to be done around leaks
and integrity,” he said.

“The hardware is delivering but it has to be main-
tained.”

“The regulations are by and large fit for purpose.
But there can be no attempt to water them down
or deregulate in any way.”

Mr Molloy said he thought that the fact that the
UK’s Health and Safety Executive (safety regu-
lator) has a division exclusively devoted to off-
shore safety “has served us well,” but there are
concerns about talk about restructuring the HSE.
digital
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What is a safety case regime?

Professor Andrew Hopkins, professor of sociology with Australian National University, explained what a safety
case regime is with offshore — how to make it work — and how safety cases can be improved.

Safety cases are a
critical tool in man-
aging and improving
safety, says Professor
Andrew  Hopkins,
professor of sociol-
ogy with Australian
National University
| and a consultant to
US Chemical Safety
Board on its investi-
gation into both the
Texas City disaster
and Macondo.

The trouble is that they are not well under-
stood, he said.

Professor Hopkins was speaking at the Ab-
erdeen event in June “Piper 25 to mark the
25th anniversary of the Piper Alpha disaster.

After Macondo, the US presidential commis-
sion recommended that a safety case regime
be introduced in US offshore waters, mod-
elled on the UK regime, he said.

“Very little headway has been made,” he
said. “There is a general inertia, a lot of
vested interests in the status quo.”

“There is also a widespread misunderstand-
ing of what safety case regime involves, a
widespread feeling that it amounts to dereg-
ulation. If you think that you will be wary of
this idea.”

The important features of a safety case
regime, are that it must have (1) a risk/ haz-
ard framework, (2) there must be workforce
involvement, (3) you must be required to
make the case to a regulator, (4) the regulator
must be engaged, and (5) there must be a re-
quirement of duty of care, he said.

There is little point in introducing a safety
case regime unless all 5 components are in
place, he said. “The US has (1) and (2), but
items (3), (4) and (5) are lacking. People say
which should you do first, my argument is
this system won't work unless you see it as a
package.”

(1) Risk hazard framework

A safety case regime must have a risk / haz-
ard framework rather than a prescriptive
framework. This means it starts by people

identifying what their risks are, rather than
being told what their risks are by a regulator
(‘prescriptive’).

“That is the least controversial element- be-
cause it already exists,” he said. Companies
with process safety management systems
probably already have a process hazard
analysis.

However in the US offshore, before Ma-
condo, that was not the case. Regulations
were purely prescriptive, he said. “Since Ma-
condo things have changed.”

Post Macondo the US regulators introduced
a requirement for a safety and environmental
management system offshore, with a hazard
analysis at the heart of it.

(2) Workforce involvement

Workforce involvement is “widely recog-
nized as a very important element of a ma-
ture safety case regime,” he said. “The input
of employees is really vital.”

(3) Make case to regulator

A safety case regime must require operators
to take their ‘case’, or argument to a regula-
tor, he said. “The regulator has to sit in judg-
ment and say, you've made the case or no you
haven't made the case.”

“This is where the US system falls short of a
mature safety case regime,” he said. “They
are required to go through the hazard analy-
sis [but] they do not have to make the case
to the regulator.”

US regulators are concerned that if they
make a judgment, that means accepting some
kind of liability if something goes wrong, he
said. Yet somehow this problem does not
seem to apply in the UK and Australia.

Experience also shows that “when something
goes wrong in the UK, it is not because the
safety case was deficient, but because com-
panies were not in compliance with their
safety case.

“So that's a really significant difference be-
tween systems in the US.”

(4) Engaged regulator

“You must have regulator which is compe-
tent, engaged, and independent,” he said.
“Unless you have a regulator that can be
characterized by these adjectives it is not
going to work.”

It is easy for regulators to think that all they
need to do is specify requirements for the op-
erator, and ask the operator to carry out a
hazard analysis, and the operator is under ob-
ligation to do everything that needs to be
done. But this is a serious error. “A safety
case regime introduced in that way will al-
most inevitably fail.”

This point was tragically illustrated by the re-
port on the crash of a Nimrod, a UK Air
Force aircraft which crashed in Afghanistan
in 2006 killing 14 personnel. The report
showed that the safety case for the aircraft
was “totally inadequate,” he said.

“It was approved without scrutiny at what
was called a 'customer acceptance confer-
ence'. It wasn't scrutinized by the regulator.”

“The safety case is not worth the paper it is
written on unless it is presented to regulator
for scrutiny.”

People have used the Nimrod report as an ex-
ample of why safety case regulations will
fail. But it is actually an example of how
safety case regulations will fail without an
engaged regulator, Professor Hopkins said.

The regulator needs to test whether the con-
trols are in place and whether people under-
stand the significance of those controls.
“This is not a prescriptive exercise, it’s a
much more thoughtful process,” he said.

“This audit function of the regulator is not
accepted yet in the US.”

The director of the US offshore regulator has
made disparaging comments about regula-
tory audits, saying that he did not plan to do
many audits, because he did not want indus-
try relying on government to maintain safety,
rather than doing it themselves.

“By pulling back in that way he's removing
that very vital function,” Professor Hopkins
said. “His vision of the regulator is not an en-
gaged regulator.”
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It is also important that regulators are inde-
pendent of any government official, particu-
larly the government department which seeks
to draw revenue from the oil and gas indus-
try. “We find the same issue comes up over
and over again around the world,” he said.
“Regulatory and revenue functions are com-
bined.”

”There has been some separation of that in
US since Macondo but [revenue and safety
regulation] remains in the same department,”
he said. “So the legitimate question remains
of independence.”

(5) Duty of care

For a safety case regime to work, there must
be a general requirement for duty of care, an
umbrella requirement and operators reduce
all risk as low as reasonably practicable
(ALARP).

“People often forget how significant this is,”
he said. “It provides leverage for regulators
to be able to nudge standards higher. They
don't have to wait for [new] regulation. They
can just question whether a different way of
doing things is ALARP.”

“I understand this is why fire detection stan-
dards are higher on rigs in UK than in US.
Because regulators have been able to nudge
people in that direction.”

This requirement also makes prosecutions
easier for the regulator to carry out. In the US
criminal prosecutions are conducted by the
Department of Justice which has little under-
standing of the issues

“One of the really tragic outcomes of the Ma-
condo accident is that the US Department of
Justice is prosecuting two of the well site
leaders on the rig, who are basically foremen,
low level managers in the role they per-
formed. In the US we are seeing a “clumsy
and misdirected prosecution,” Professor
Hopkins said.

“These are the only 2 individuals the Depart-
ment of Justice is going to prosecute for
criminal negligence.”

“That seems to me to show a complete mis-
understanding of what is going on and what
the causes are.”

This duty of care requirement also forces op-
erators to go beyond compliance, he said.
They have to continually question, have we
really reduced risk ALARP.

In the US, “there's a general duty to comply
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with regulations, then the question arises of
what regulation must I comply with, so there
are endless disputes about what precisely the
regulations require.”

“If the overarching duty is to reduce risk
ALARP then it becomes irrelevant precisely
what the details of the descriptive rules are.”

“I suspect this is probably one of the biggest
obstacles to producing an effective safety case
regime in the US.”

uUs

Another difficulty with safety regulation in
the US is that new regulations of any sort have
to be approved by the Office of Budget, which
demands that the financial benefits outweigh
the cost, he said.

This is hard for offshore safety rules. “It is
very hard to do cost benefit analyses to justify
regulation for rare events.”

A further problem in the US is that the politi-
cal system makes it “very difficult to get any-
thing through Congress,” he said. Compare
this with the UK system where “if a govern-
ment makes up its mind to do something and
it has a majority, it can do so.”

Organisational design

One lesson from Macondo is that organisa-
tional design is important. “The engineers
working on the Macondo rig were answerable
to the well site leader of Macondo and not an-
swerable anywhere else,” he said. “Their ac-
tivities were not scrutinized anywhere else in
the organisation.”
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“Engineers had no independence from the
commercial pressures imposed on them by
line managers.”

“BP was a highly centralized organisation
until 2000, then it decentralized in a radical

EL)

way.

There are arguments both for centralized and
decentralized organisations in terms of
safety, but safety regulators “should be think-
ing about these things.”

“If regulators come across a company which
is highly decentralized, I would argue this is
not an organizational structure which reduces
risks as low as reasonably practicable,” he
said. “Regulators should be challenging op-
erators to justify their organizational design.”

“Ultimately as the maturity experience of the
regulator builds up, they might end up with
guidelines of the best organizational design.”

Incentive arrangements

Incentive structures can have a big impact on
safety. At both Texas City and Macondo, “the
incentive structures drove ferocious attempts
to reduce costs and ferocious attempts to re-
duce injury rates, but did nothing to encour-
age managers to focus on process safety,
nothing to focus on well safety” he said.

Incentive structures need to include the right
indicators, he said. “Many companies are
now trying to do this, struggling with the
issue of what kind of indicators indicate how
well [we are doing with] process safety.”
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“The one which many companies settle on is
loss of containment. That's a very good
start.”

“Regulators should challenge companies
around those issues, asking what indicators
have been included in bonus arrangements.”

Bad news

“Organizations serious about safety need to
find ways to encourage reporting of bad
news,” he said. “There is always news on
safety, some of it will be bad news. If there's
only good news you worry.”

Professor Hopkins told the story of a senior
manager who received a report from a sub-
ordinate which was full of good news, so she
got on the phone and said ‘please rewrite
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your report to include bad news.””.

“This same manager had a system of finan-
cial rewards for providing important pieces
of bad news - and moving it up the line.”

In another example, a crewmember noticed
that the limits of a compressor had been
changed without going through a manage-
ment of change process. “He wrote an e-mail
to the boss who passed it up the line and
passed it to the person I was speaking to. She
was so impressed she made a 1000 dollar re-
ward.”

“My challenge to regulators is that they
should be challenging operators on how they
are encouraging reporting of bad news.”

Ongoing learning

To improve safety, you need to learn as much
as you can from any accidents or near acci-
dents, and routinely this doesn’t happen, he
said.

For example, the Texas City disaster was
caused by the overfilling of a distillation col-
umn, something which had happened before,
he said.

Transocean had an event in the North Sea
four months before the Macondo disaster,
where they finished drilling a well, cemented
the bottom of the well, carried out a negative
pressure test then stopped monitoring the
well, just as they did with Macondo. The
well blew out, and they didn’t know because
they had stopped monitoring the well, but
“fortunately the blow out preventer worked.”

“Transocean in the Gulf of Mexico had not
learned from the event, wasn't aware of that
event and made the same basic mistake.”

“Safety case regulators should ask compa-
nies how they are learning from such events
in their organisation.”

“Many organisations claim they are learning
organisations, the challenge is to demon-
strate that you are,” he said. “It is not enough
to circulate bulletins of lessons learned.”

In Texas City Refinery, they had “failed to
learn the lessons from Exxon Longford acci-
dent in Melbourne several years earlier,” he
said, although there was literature about the
Longford accident circulating around the
Texas City refinery.

BP hadn’t implemented lessons from an in-
cident it had in Grangemouth (UK) five years
earlier.

“The safety case regulator could ask compa-
nies to demonstrate how they are incorporat-
ing lessons from previous events.”

One company is doing this by writing a list
of 12 “process safety basic requirements”,
each with learning from a well-known acci-
dent. For example, the requirement for per-
mit to work systems is linked to Piper Alpha,
the requirement for alarms management is
linked to the Melbourne Longford accident,
and requirement for siting of portable build-
ings is linked to Texas City.

“They represent the learning from these ac-
cidents which occurred in industry in the
past.”

“The final step is to get people to tell the sto-
ries,” he said.

You want to get to the point where “anyone
in the organisation can tell you why the Per-
mit to Work system is important, and tell you
about Piper Alpha.”

Bladder effect

Speaking to Digital Energy Journal after the
event, Professor Hopkins gave his insights as
a sociologist into one of the causes of the
Macondo disaster, the misreading of the neg-
ative pressure test, which was testing the in-
tegrity of the cement seal around the well.

As reported in the Presidential Commission
report, five staff members onboard the rig
(including 2 working for BP) collectively de-

cided that they could ignore the pressure test
reading (which was actually indicating that
the cement was not making a seal), after one
of the Transocean staff members gave a tech-
nical explanation for what was happening
(the notorious ‘bladder effect’).

Professor Hopkins’ suggest that the drillers
could have such a strong culture that they
managed to effectively bully the BP staff into
accepting their point of view. “Drillers say,
'that's what's going on’. The culture of the
drillers is so strong they sway the doubt.”

Other psychological factors are that the men
had all already persuaded themselves that the
well was sealed, so had a bias towards reject-
ing the test results. In other words, they were
already looking for reasons to reject the test
results, not looking at the result with an open
mind.

A better decision making process would have
been one which acknowledged that the BP
and Transocean staff had different responsi-
bilities, because their employees have differ-
ent responsibilities, Professor Hopkins said.

The BP staff could have acknowledged this
and decided that they needed to make their
decision in isolation, away from the
Transocean staff — and if they had doubts,
they could have contacted their colleagues at
BP’s office in Houston, not Transocean staff.

“Someone has to make the decision - the per-
son should 'withdraw' from the group,” he
said. ““You must pinpoint who is the decision
maker.”

We all have experience of letting social fac-
tors override procedures — for example if you
hold a security coded door open to let the
person behind you through, because it seems
rude to close the door in their face, to make
sure they have the code themselves.

The only way around it is to have procedures
which you can check are being followed, he
said, and make sure you check they are being
followed, he said.

Andrew Hopkins has written a book on the
Macondo “Disastrous Decisions: The Human
and Organisational Causes of the Gulf of
Mexico Blowout”, available on Amazon.com
for $61.20

digital
cHeny

24 digital energy journal - September / October 2013



orriel

eEnable Your Supply Chain
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who are committed to promoting eCommerce and reducing cost. We have a non-profit objective
to ensure we promote the best approaches for the industry. In addition to advocating strong
protection for the security and confidentiality of electronic data, OFS Portal has gained the trust
and confidence of the entire upstream oil and gas industry. We do this through our proactive
advocacy approach toward best practices to reduce costs and complexity while increasing the

speed of adoption.

Our Community:
Anadarko Petroleum Enerplus Resources Newfield Exploration
Anderson Energy Enervest Nexen
Antero Resources Eni Noble Energy
Apache EOG Resources Northern Blizzard
Approach Resources EP Energy {formerly Bl Paso) Northstar Offshare Group
ARC Resources Exco Resources Qasis Petroleum
Atinum E&P (formerly Sterling) Fairways Offshore Oxy
Bahrain Petroleum Fidelity Exploration & Production Pacesetter Directional Drilling Energy
Barrick Energy Ferest Oil POC Energy
BHP Billiton Gastar Exploration Pengrowth
Bill Barrett Corp Geosouthern Energy Penn Virginia
Black Hills Exploration Great Western Oil & Gas Perpetual Energy
Bonavista Petroleum Harvest Operations Petrobank
BP Hess Petrobras
Cairn India Hilcorp Energy Petro-Hunt
Canadian Natural (CNR) Hunt Consolidated PetroQuest Energy
Carrizo Ol & Gas Huntington Energy Peyto Exploration
Cenovus Energy Husky Energy Pinecrest Energy
Chesapeake Energy Indige Minerals Pioneer Natural
Chevron Inflection Energy Plains Exploration
Chief Qil & Gas Jetta Operating PostRock Energy Corporation
COG Operating Legacy Reserves QEP Resources
Common Resaurces Legado Resources Quantum Resources
Compton Petroleum Linn Operating Quicksilver Resources
ConocoPhillips Long Run Exploration Repsal
Consol Energy Macpherson Energy Resoclute Natural Resources
Continental Resources Marathon Rosetta Resources
Crescent Point Energy McMoRan Exploration Samson
Crimson Exploration Mewbourne Cil
DCP Midstream Murphy E&P
Denbury Resources NAL Resources
Devon Energy Nearburg Producing
Diamendback Energy
Eagle Rock
Emerald Oil
Encana -
Energen 'ﬂ.'
Energy XXI

BAKER | @-cgm ERON

b

Sandridge Energy
Shell

Sinopec Daylight Energy
SM Energy
Southwestern Energy
Statoil ASA

Sure Energy

Surge Energy

Swift Energy
Talisman Energy
TAQA North

Tecpetrol (US)

Total

Trilogy Energy

Tug Hill Operating
Tundra Oil & Gas
Ultra Resources
Urban Oil & Gas
Vanguard Natural Resources
antage Energy
Venoco

Vermilion Energy
Whiting Petroleum
Wildhorse Resources

WPX Energy
XTO Energy
Yates Petroleum

Our Members...

v

~> - b

raLusurron  Schiumberger A/ SEYEGT | Gricanl  woon

N
.

§ 4

A ) | .'



Production Operations

Digital technology to improve safety

The Oil and Gas UK Piper 25 event in Aberdeen in June had some interesting technology to improve safety

in the exhibition.

Return to Scene - www.r2s.co.uk

Return to Scene of Aberdeen records panoramic
images of an offshore installation, so it can be
viewed on a computer screen like with Google
Street View.

The panoramic images can be used for training,
to familiarise staff with plant which they have not
yet worked on.

Using the software, anybody can ‘walk’ around
the offshore installation, without any special
training or software. It could be useful both off-
shore (for pre-trip training) and onshore (before
work is about to be done in an area the staff do
not know very well).

It can also be used to plan modifications. The
company has software which can combine a
computer generated piping diagram of proposed
new plant from a Plant Design Management Sys-
tem (PDMS) with a digital photograph of exist-
ing plant, so everything is at the same scale. This
means you can see how well the new plant will
fit.

You can add tags to the photographs, with infor-
mation about the various plant items on display,
or link it to other audio or video files. For exam-
ple, if you spot a possible electrical risk you can
add a tag.

The images are taken by photographers who are
specially trained in technical and investigative

photography. The photographs are taken at typi-
cal eye / shoulder level, and 600mm higher.

BusinessPort

BusinessPort of Aberdeen, a company which de-
velops software to help businesses follow
processes and procedures, reports that the com-
pany has doubled in size over the past 12 months,
now has 45 staff and has opened an additional of-
fice in Houston.

The company has recently formed a partnership
with Robbins Gioia, a company based in Vir-
ginia, USA, which employs 300 consultants to
helps organisations optimise business processes.
Robbins Gioia will sell its own consultancy serv-
ices together with BusinessPort software as a
package.

Companies using the software include Total
E&P, Subsea 7, Petrofac, Nabors Drilling and
GDF Suez, E&P, Transocean.

The company is also building additional modules
to its core “AgilityBMS” software where clients
have the option to select which modules they
need in order to to help manage competence de-
velopment and audits within their business.

“People are doing the tasks consistently and
transparently and everyone gets the right infor-
mation when they need it,” says Alastair Shake-
shaft, Sales and Marketing director of
BusinessPort.

Infotechnics — making it easier to
manage logbooks

Infotechnics of Aberdeen reports that its business
has doubled in size every year for the past 3
years, providing electronic log book tools for
control room operators.

Companies using it include BP, Centrica, Scottish
Power, and Conoco Phillips, MOL (Hungary)
and BP Wind in North America. There has been
a growth in business in the US and Australia over
the past few years.

The software tools can be used by control oper-
ators to enter important details about their shift
which people on the next shift might need. It can
also be used for handing over important informa-
tion at the end of a ‘trip’ (a 2 week period work-
ing offshore).

The software does a lot of tasks automatically —
like add in the date and time of the entry, and
make sure the correct fields are filled in, and
allow people to categorise entry, and adding a
digital signature of who entered it.

When the time comes for a shift handover, the
log book entries can be presented as a “shift han-
dover report’, with relevant entries presented by
category, rather than in chronological order, or
people might want to gather a report from a num-
ber of different logbooks. Liagital
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Oil and Gas IM - a long way from maturity

Whilst oil and gas information technology is getting quite mature, information management is at very early
stages of development, reckons Neale Stidolph of AMOR Group. Do you know anyone who likes their IM
system?

Oil and gas compa-
nies say that their
business is ‘all about
people’, but since
people often move
between companies,
it is perhaps better to
say that “the com-
pany is built on the
information  they
have and can ac-
cess,” said Neale Sti-

Neale Stidolph, Business dolph, .Head of
Information Man-

Manager — Energy and ) N

Head of Information Man- JeCiiEns mor
Group.

agement, Amor Group.

He was speaking at the Digital Energy Journal
Aberdeen conference in May 2013, “improving
IT and IM infrastructure decisions”.

Information management, the discipline of keep-
ing this information well managed, is still in an
early stage of development, Mr Stidolph be-
lieves,when you compare it to the IT business,
where computer hardware is becoming a com-
modity, and there are no great advancements
happening in (for example) IT helpdesks.

Most companies have a standardised way of
doing IT, but IM is often set up on a project by
project basis, for example when one project
team develops its own way of exchanging data
with vendors.

Companies are not even sure where IM should
sit in the organization — some companies put it
under Health, Safety, Environment and Quality
(HSEQ), others put it in the business improve-
ment or IT department, he said.

IM is very different to IT because it calls for an
understanding of what the company is trying to
do with the information, what it needs and
whether certain information can be trusted, he
said.

There is a growing demand for IM managers,
and salaries are increasing too. “The pool of
these people is relatively small there is not a lot
of new ones coming in,” he said. “The demands
for the projects are huge.”

26 digital energy journal - September / October 2013



Production Operations

Discussion panel at our Aberdeen May 29 conference. From left to right: Sean McCue - Solutions Architect, Dell
SecureWorks; Peter Black - Managing director, EnergySys; Neale Stidolph - Business Manager - Energy, Amor Group;
George llko - Solutions Architect, ISN Solutions

One of the biggest drivers for information
management projects is the growing threat of
criminal action.

“I talk to operation directors, project man-
agers and managing directors because they
are worried about what they have to sign off,
and whether they can trust it or not. If things
go bad everything points to them. So some
of these boring sounding IM projects, which
have not moved in years, are moving really
fast.”

Systems

One thing we can nearly all agree on is that
our information management systems aren’t
good enough.

“People are waking up to the fact that we can
be lot more effective and efficient,” he says.

“Wherever I go, people say ‘the [IM] system
we have is rubbish’. [but] it can’t be the case
with everybody, because usually people are
about to move on to system of someone else,
which someone else just said is rubbish.”

It can’t only be the systems. Probably it’s the
information in them, and the way people are
working on them that is at fault,” he said.

Information technology people like to buy
something, turn it on and let people use it, and
then they wonder why it doesn’t work as
planned. “Changing people’s behavior is very
difficult, especially when you are talking
about engineers, they like a certain way of
doing things,” he said.

Many IM systems are too complicated.
“Don’t show people hundreds of fields when

they only want to see half a dozen,” he said.
“What we [often] find is you need some sort
of translation in there to give people informa-
tion the way they want to handle it.

Many people are installing ‘enterprise
search’, where you have a tool which can
search all company documents like Google
does. Enterprise search is “technically easy
to do”, he said. “The problems tend to arise
when you are not sure who gets to see what.”

Company information might include discipli-
nary records, salary information and health
information, which all needs to be kept con-
fidential.

A good IM system

A good IM system will enable people to find
the information they need and do what they
need to do with it. There are systems for how
information is managed and labelled, and
people comply with the system.

The system can manage the flow of different
types of information around the company -
engineering data, geoscience data, legal con-
tracts and corporate information.

It can also handle the way information is used
through the lifetime of an asset, from design,
commissioning, operations, acquisitions, di-
vestments, modification and decommission-
ing.

The information management system needs
to manage the version control, so you don’t
get lots of different versions of the same doc-
ument being e-mailed around, and people
aren’t keeping out of date versions of a doc-
ument because they don’t want to walk to the
control room to get the most recent one.

The IM system also needs to work with data,
rather than documents. “Contractors tend to
just give you nice PDF drawings and say
there we go,” he said. “It be nice if they gave
Auto CAD drawings that you can modify, or
even better, get the data itself.”

Business reasons for IM

One company needed to find a seismic survey
from many years ago. It was eventually found
in a cardboard box under a desk. It would
have cost £10m to reproduce the survey.

One company said that it could not find the
certificate for a piece of subsea equipment
and risked having to raise a piece of subsea
equipment off the seabed and re-certify it if
it could not find it.

Another company received a letter from
DECC saying we don’t believe we have given
you permission to abandon the well, can you
provide the note we sent you giving you au-
thorization. The company said it had lost the
note, and asked DECC to resend it, and
DECC said, no we don’t keep them, you need
to produce it because it is your liability.

Another company had just done an acquisi-
tion and ended up with 2000 boxes of docu-
ments with no records of what was in them.
They have to find someone to go through
every box and work out what is in it, if it
needs to be kept, and which version of the
documents it is, an enormous amount of
work.

Sorting through a million documents manu-
ally could take one person a decade; but it is
hard to sort documents automatically, with
many of them very old and hand drawn.
Doing it with an offshore agency can also be
fraught with problems, he said.

One operator in Aberdeen currently has 210
terabytes of data in shared folders, Mr Sti-
dolph said. “The company says, it’s all there,
its secure, we know how to handle it, but we
don’t actually know what it is, who owns it
or what we do with it,” Mr Stidolph said.

Engineers can spend 25 per cent of their time
searching for information. “If you have 80
engineers and 25 per cent of them are idle,
that’s costing them three, four, five million
pounds a year.”

Companies have to manage data when assets
are bought and sold. “T’ve got a client with a
million documents from an acquisition,” he
said. “Some of them will be canteen menus
from five years ago, some of them will be
vital P&IDs or cause and effect diagrams.”
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“If you want to be able decommission you
need to be in control of information,” he said.
“If you don’t know how things are built, they
can’t be easily taken apart, not without going
out and re drawing and building everything
from scratch again, which you can do but will
cost lots of millions.”

Another problem is disposal of information.
“Getting rid of electronic information is very
difficult it has incredible persistence,” he
said. “How can you find every copy of an e-
mail in your archives and kill it for sure? If
you get involved in an incident you are
obliged to legally disclose.”

Stories

In the Flixborough disaster (UK, June 1974)
which killed 28 people and injured 36, a tem-
porary bypass pipe had ruptured. The bypass
pipe had not been pressure tested and had
been built by staff who were not experienced
in high pressure pipework. There were no
plans or calculations.

The oil and gas industry also has a lot of
equipment built in the 70s still in operation,
he said.

There was another fatal incident in 1998,
where company had a system with a 3 stage
separation, with the first separator built to
hold 95 bar, the second to hold 35 bar and the
last was not a pressure vessel at all and had
no pressure release valve, but this was not
widely known because there had been no
drawings. If the valves were configured to
send the high pressure stream through the
third separator there would be an explosion.

In another example, a pipeline had a let down
valve (to release pressure), a safety relief
valve and a check (one-way) valve to stop
pressure going back up the system. Unfortu-
nately the check valve was hidden behind the
installation and people forgot it was there. At
some point in the future, there was a blockage
downstream, which meant that pressure
backed up the pipeline and hit the check
valve, and there was no pressure release.
“Bits fly everywhere and it’s not pretty,” he
said.

A further example was a system which had a
unit with a 5.5 bar supply of nitrogen. It needs
a downstream pressure of above 2 bar to
make sure the gas flows through the system.
Someone added an additional gas processing
unit which meant that the outlet pressure
would fall below 2 bar. Subsequently the
downstream gas was sucked upwards, which
meant that the unit contained the wrong gas
and there was an explosion.

- ‘k

Our conference in Aberdeen on May 29 “improving IT and IM infrastructure decisions

Moving outside the oil and gas industry, the
Mars Climate Orbiter disintegrated due to
poor information management in 1999. As it
approached Mars, the ground based computer
software was producing output in pound sec-
onds, instead of Newton seconds. “If NASA
can make this mistake, then so can the oil and
gas industry,” he said.

AMOR Group

To help train a new league of information
managers, Amor Group formed a partnership
with Robert Gordon University of Aberdeen
to build a foundation course in oil and gas
document control.

In the first course a year ago there were 30
people — subsequent courses had 60 then 80
people, and one starting in May 2013 had
114. “This is the fastest growing, most suc-
cessful launch of a new course in RGU busi-
ness school history”.

It is a distance learning course, with 40 hours
of training, costing £400. It has students in
Australia, Norway, Nigeria and the US.

There are also company IT managers going
on it, to learn about the different documents
and what they mean, for example piping and
instrumentation diagrams (P&ID).

Next year it will start a project document con-
trol course, covering subsurface documents,
topside models and green field data, 7 differ-
ent categories of information altogether.

AMOR Group has created a forum for Ab-
erdeen operators to try to develop standard
ways to do information management, which
has been running for 3 years. Operators are
able to compare their progress with others.

AMOR can provide members of staff on loan
for a period of time, or it can completely take
over your company’s information manage-
ment — it has done this for Total in Aberdeen,
with 30 IM staff on site, and it has taken over
IM for Britannia Operator. It also has teams
embedded in Centrica and Maersk Oil.

Dr Laura Muir from Robert Gordon Univer-
sity joined Amor group in August on second-
ment for a year to help with the development
of the new foundation course.

AMOR Group does information management
in energy, transport and public services. It has
600 staff, and revenues of £60m, expected to
grow to £250m in the next 3 years. It has of-
fices in Dubai and Houston. diital

b
You can see a video of Mr Stidolph’s talk and
download slides at
http://www.digitalenergyjournal.com/
video/705.aspx
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Semantic data in oil and gas

Semantic data standards already exist in the oil and gas industry which can enable you to integrate different
types of data together or answer difficult questions. David Price of TopQuadrant explains how. By David Price,

Director of Oil & Gas and Engineering Solutions, TopQuadrant

What if the data you use every day was freed
from the shackles of a Microsoft Excel
spreadsheet or an Oracle database?

What if it could be published, reached and
linked as simply as browsing a website?

What if the apps on your computer, tablet or
smartphone had more understanding of what
your data actually means?

What if your data could grow and change and
be more dynamic?

What if your data is rough and not clean but
you’d like to throw it together and see how it
looks anyway?

What if you have data needs like these:

Finding existing data, for example “where is
the analysis of wellbore 7/4-3 performed last
week”

Relating existing data, for example if you
have data relating to the Morvin field and As-
gard B platform that exists in different IT sys-
tems (and Asgard B is called “ASB” in one
and “Asg-B” in the other)

Exchanging data, for example “I need to ex-
tract the 2009 Kristin volumes, pressures and
temperatures and convert to spreadsheet to
load into my reporting application”

Integrating data, for example “I’d like to
know last month’s production volume total
for all fields in which GDF Suez E&P Norge
AS is a license”

Analyzing data, for example “Over the past
12 weeks, what’s the trend in barrels of oil

per day for Kristin field?”

All this is possible today, right now.

History of data

We’ll start with a little history lesson about
data.

Initially, computer data was driven by the ap-
plication that used it, almost always in a form
only understood by that specific application.

This was the case for many decades and is
still true even today.
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However, in the 1980s, databases like Oracle
allowed for the separation of data and appli-
cations. They supported several users and
made it much easier to find needles in the
haystack within your data.

To make that possible, everything must be
forced into the form of tables and links be-
tween tables, which are based on the values
of key columns in both tables. This kind of
database sits on larger servers in every large
organization today.

Scaling down to your personal computer,
spreadsheets like Excel are tables in the same
way, except with less capability for linking
and managing the data.

Spreadsheets add capability for analyzing and
visualizing data that help organizations oper-
ate. The products that provide these tables-
based capabilities are hugely successful.

However, your data is still locked away in
databases or spreadsheets that are not easily
sharable. And forget about extracting from
one and getting it into another without help
from IT.

World Wide Web

In the early 1990s, people started looking at
ways to address some of those issues.

Tim Berners-Lee was working at a European
physics institute when he invented the World
Wide Web. He invented and implemented his
ideas and moved on to make standards of his
inventions at the W3C to be shared world-
wide.

One of those standards, HTML, is used in
every web page you’ve ever visited. HTML
supports links between pages on different
computers. The Web runs on a network of
computers spread around the planet and uses
standard means of identify and communicat-
ing across computers.

Your internet Service Provider allows your
computer to connect into the internet while
your web browser understands the communi-
cation and HTML standards while you seam-
lessly explore the Web by following links
between pages.

Throw in a search engine to help you find
where to start that exploration, and the web
is the basis for an astounding capability that

has transformed the world.

While the web has succeeded like few inven-
tions in human history, there is one critical
limitation. It operates on the assumption that
humans are the audience for the data it pres-
ents.

HTML is fine for presenting pages, images,
tables and graphs to humans, but cannot de-
fine the idea of Person, Computer, Dog,
Horse or Oil Rig.

Semantic web

Over time, a vision removing that assumption
has been realized.

Tim Berners-Lee and others realized in the
late 1990s and early 2000s it was time to
allow computers to communicate in the same
way that the web has allowed computers and
humans to communicate. This vision is called
the Semantic Web.

The core of “semantically-aware” web data
are simple statements like “Kristin field is op-
erated by Statoil Petroleum AS”.

& Kristin

[l fieldOperator

4 statoil Petroleum As

This thing-property-thing statement is called
a ‘triple’.

Instead of thing-property-thing, you can think
of node-edge-node and you’ll realize that we
are talking about graphs (in the network
sense). You can think of logical subject-pred-
icate-object statements, too.

Think of a triple as the equivalent of a single
cell in a spreadsheet where the column name
is the property, the row identifier is the first
thing and the value in the cell is the second
thing.

Which ever way you consider it, a triple is
very small, in fact it’s very hard to imagine
how anything smaller could be the useful
“atomic statement” we’d want to manage.

Triplestores

Luckily, there’s a long history of graph theory
and database practice that can and has been
applied to managing this kind of structure in
what are called ‘triplestores’.
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The standard underlying triples is called the
resource description framework (RDF).

RDF specifies that the things and properties
all have web-wide unique identifiers so they
can be linked from anywhere, accessed using
normal web and internet technology.

It gets into details about various ways to en-
code RDF graphs of triples in files.

People often use the term RDF database
rather than triplestore.

It should be noted that triplestores now scale
into managing billions of triples and commer-
cial ones have the same sort of database man-
agement capabilities as something like you’d
expect from Oracle - in fact Oracle sell a
triplestore.

On top of RDF, a standard query language
has been created called SPARQL - equivalent
to SQL for relational database folks.

However, unlike SQL, SPARQL queries can
span databases spread around the planet,
within your organization and can include files
sitting on your own personal computer.

Imagine querying over a Norwegian govern-
ment database, some Statoil Linked Data,
Wikipedia, your corporate oil platform man-
agement system and a set of spreadsheets sit-
ting on your hard drive all at the same time -
that’s what RDF and SPARQL allow.

This let’s you can handle problems like “re-
lating Morvin field and Asgard B platform
that exists in different IT systems (and As-
gard B is called “ASB” in one and “Asg-B”
in the other)”.

Adding semantics

At this point, we’ve done little to add mean-
ing to our data. With RDF we get graphs of
triples, a little more meaning than an Oracle
tables.

The semantics we’re in search of are provided
by two languages are, in fact, are just more
RDF triples called RDF Schema and OWL.

RDF Schema (RDFS) is a simple language
for adding basic meaning to data. Let’s exam-
ine our “Kristin field is operated by Statoil
Petroleum AS” statement.

Among other things, RDFS allows you to say
that “Kristin” is a “Field” and “Statoil Petro-
leum AS” is a “Company”, which is a kind of
“Organization”. It also lets you say that “field
is operated by” is a relationship between a
“Field” and a “Company”.
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& ristin (I fieldOperator
[ type 1 @ statoil Petroleum AS
[ type /
Field
Company
[ subClassOf |
Organization

Remember that “Kristin” is actually identi-
fied by a Web-unique identifier just like a
Web page.

So in reality the identifier used is something
more like this:

http://factpages.npd.no/factpages/field/18547
29

And the concept of Organization might be
identified using a W3C standard for organi-
zations as:

http://xmlns.com/foaf/0.1/Organization

The “type” property actually comes from
RDF itself and the “subClassOf” property
comes from RDF Schema, but as you can see
it really is all just more data.

Since “Organization”, “Company”, “Field”
and “field is operated by” are all specified as
RDF data underneath, these can change easily
at any time.

Since it’s all data, merging datasets based on
very different sets of concepts also works per-
fectly well. You can quite easily query over
them using SPARQL if you happen to know,
for example, that the “SerialNumber” prop-
erty in on set of data has the same values as
the “Supplierldentifier” property in another
set of data.

The Web Ontology Language (OWL) is a
more powerful, logic-based language that is
an extension to RDF Schema.

As an example, OWL includes the ability to
say that a property is transitive.

The following figure shows how we can
know that “Wellbore 6507/11-X-4 AH” is
part of “Asgard” without saying so explicitly

(M hasPart .WQFI 6507/11-X-4 $

[l hasPart 4 Wellbore 6507/11-X-4 AH

[ type

owl:TransitiveProperty

OWL also allows one to define classes (i.e.
sets) where the members are required to have
specific properties, or where anything with
specific properties are implicitly members of
the set.

There are software tools that make explicit all
the implicit data through a mechanism called
“inference,” which is nothing more than mak-
ing more data based the data you specify plus
logic statements you’ve made about your
data.

The details of OWL are too much for a short
journal article. Let’s leave it to say that it is a
powerful language, but that you can choose
to use some or all of it depending on the com-
plexity of your data.

Revelations

So, what have we revealed about how to free
data and give it meaning?

First, that there are very simple, yet powerful,
standards that can be applied to the problem.
Being standards-based means no vendor
lock-in.

Second, those standards ride on top of the In-
ternet and web and data based on that infra-
structure is easily made available nearly
everywhere on the planet and on many kinds
of devices. Globally unique names can be
given for everything, so at least we always
know what we’re talking about — even if we
might disagree on what it “is”.

Finally, multiple open source and commercial
software tools and database are available
from community efforts, and large and small
software houses.

These tools scale from desktop files to bil-
lions of data elements and the range covers
everything in between.

This lets you answer questions like “I’d like
to know last month’s production volume total
for all fields in which GDF Suez E&P Norge
AS is a licensee”.

Of course, other technologies can enable such
questions to be answered. However, none are
as flexible and extensible or have their basis
entirely in Web technology that already exists
on every server, computer and smart phone
on the planet.

My suggestion is to find out for yourself. If
you get stuck or confused, take some training,
read some blogs or watch some videos on the
topic.

As always, you’re welcome ask me or any of
my colleagues at TopQuadrant to explain
what’s possible too.
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CGI - better ways to work with

production data

Companies are looking to do more and more with their production data - which means that the systems
to gather, manage and share it need to be increasingly sophisticated, says Susan Macleod of CGl.

Companies already have a lot of tools they use
to manage production from day to day, typi-
cally spreadsheets and logbooks, says Susan
Macleod, Manufacturing and Industry Client
Director with CGI.

But they are looking to do more and more
with it, which means that systems need to be
increasingly sophisticated.

She was speaking at the April 2013 Digital
Energy Journal Stavanger conference “Doing
more with production data”.

“Qil and gas companies are under pressure to
make faster and faster decisions”, she said. 20
years ago we made a decision every year, next
it’s every quarter, then it’s every month, now
it’s every day. So everything is about the real
time, doing it as fast as possible, and the prob-
lem becomes just how much data we can in-
telligently consume.

Storage is only one of many challenges, but
the real challenge is making sure you get the
most value out of the data you are collecting.
“Is it shared with all of the right people, and
is it easy to find when needed?” she said
rhetorically.

Companies are collecting larger and larger
volumes of real time data and in trying to
make sense of it all, they are regularly devel-
oping and running new reports. It is collected
in a variety of different tools and stored in dif-
ferent formats on different systems and net-
works, including paper and microfiche. Some
of it you might not need to find again for
years, but when you do it needs to be quickly
available to the person who needs it.

“The volumes are getting so big that we just
talk about data now, we can no longer call
what we gather information,” she said Data in
its own right has value even basic surveillance
and analysis can provide trending and more
importantly help us understand what problem
we want to solve.

There is still a big challenge capturing data in
the field, including collecting, compiling, re-
porting and storing the data, without a lot of
manual work. “Data integration is key, and
that’s what we, as consumers of information,
are all struggling with,” she said.

License 2 Share

The Stavanger based E&P Information Man-
agement Association (EPIM), together with
CGI, have developed License 2 Share, a tool
to enable production data to be shared with the
right joint venture partners, including daily
and monthly production reports and drilling
reports.

You can create and remove access to the data
for different individuals, for when the joint
ventures start and stop.

The software can be used to manage the doc-
umentation required for the joint venture, in-
cluding legal contracts and the day to day
operational reporting as appropriate. It can
also manage data for the life of the joint ven-
ture, which could be over 25 years or more.
Data is stored in the cloud for the life of the
joint venture.

The software is widely used in Norway, but is
now seeing growing take-up in UK, Germany,
Netherlands and interest is being shown in
South America, she said. “It is becoming a
very useful tool.”

Internal data management

To help analyse the data internally, CGI has
been working on software that can run in the
field or in the office, to do quick analysis of
the data.

You can also work with different types of
tools — because most people have their
favourites — and still be able to access data and
information across the organisation using se-
mantic search capabilities.

“So there are lot and lots of different things
that become interchangeable as long as it is
there somewhere on that connected network,”
she said.

There are tools within the capability that bring
in elements of social networking to assist in
getting a better understanding of the produc-
tion data across communities of experts and
can even provide sentiment analysis.

Companies are developing more distributed
data storage architecture, where data can be
stored close to where it is gathered and the
database interrogated from there, rather than
uploading it all into a central repository.
You can watch the video of the conference:
http://www.digitalenergyjournal.com/ .
digita

video/ 667.aspx CHCroy

Using design software to support the asset

lifecycle

There is a growing demand in the oil and gas industry for product lifecycle management software tools,

says Dassault Systémes

Oil and gas operators are increasingly demanding
“Product/Plant Lifecycle Management” (PLM)
software tools, which means tools which can
manage the entire lifecycle of a product or asset
from its conception, through design and manu-
facture, to service and disposal, says Harald Gun-
nered, business development executive with
Dassault Systémes.

He was speaking at the Digital Energy Journal

event in Aberdeen “Improving offshore design
decision making” on 30 May 2013.

Dassault Systemes is a leading supplier of PLM
tools including market leading 3D design soft-
ware like SolidWorks and Catia.

Dassault Systemes has 45 per cent of its employ-
ees working in research and development, and
spends ca 30 per cent of its revenue on software

development.

Dassault Systemes 3D Experience platform aims
to provide a working digital model within the
computer. This model can be tested in a virtual
environment and is connected to all information
needed within its lifecycle.

“The traditional 3D CAD was used to design me-
chanical components,” he said. “The main goal
was to allow the user to create his product in a
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3D system that was easy to use, and gave a good
visual feedback”. The end product was usually
drawings and part lists (Bill of materials). The
parts in the model were, and still are, stored like
separate files.

“These tools are very easy to use graphically -
you can undo, you can redo.”

Plant design tools were much more focused on
creating a database of the design. They were both
less visual and harder to use. The databases re-
main proprietary and not easy to connect to other
IT systems.

3D modeling in the future

“3D design technology is quickly evolving. It is
now possible to make a realistic graphical repre-
sentation of your product, be it a shampoo bottle
or an oil platform. ,” Mr Gunnered said.

“Even more important is the possibility to con-
nect to other sources of information. You can also
communicate and collaborate on a global level.
‘We are promoting this new holistic way on work-
ing as the 3D Experience.”

Dassault Systemes has a big footprint within sim-
ulation in the Oil and gas industry. The 3D Ex-
perience platform allows for a better integration
of these tools. The worlds remaining natural re-
sources are harder to get, be it greater ocean
depths, complex reservoirs or arctic conditions.
Simulation is now required at an earlier stage in
the engineering process as the engineering chal-
lenges are tougher.

How will a material behave at 3000m depth?
How will our tool function when covered by ice?
The traditional “check if it will break” can be
complemented by an early study of the engineer-
ing challenge. Do we have the required material
strength to solve this problem?

Simulation software

Dassault Systémes provides a sophisticated sim-
ulation and finite element analysis software tool
called “ABAQUS”, marketed under its ‘SIMU-
LIA’ brand, following its acquisition of software
company ABAQUS in 2005.

Finite Element Analysis is about analyzing the
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structure over many small cells (called “finite
elements”) and adding them together to make an
analysis of the entire structure.

ABAQUS can be used for many different types
of structural analysis, including structural, ther-
mal and electro magnetics,” said Max Leadley-
Brown, sales manager at Dassault Systémes.

In the oil and gas industry, you can simulate the
entire offshore rig, wave loading, steelwork stress
and fatigue. “You can look at how the pipes and
the pipe lines interact which each other, you can
look at stress, crush bend, the well, pipe line and
finally foundations and how they behave. You
can actually see how most structural interactions
behave,” Mr Leadley-Brown said.

“Offshore platforms obviously are subject to
crumbling and understanding how the structure
age and cope with these stresses is very i tal
important.” CIeroy
You can watch the relevant video from our con-
ference and download the slides in this link:
http://www.digitalenergyjournal.com/video
/701.aspx

Managing security throughout development

A “holistic” approach to security in application development - or managing security throughout the
software development process, rather than just at the end — can make a big difference to your security.
By Tim Rains, director, Trustworthy Computing Group, Microsoft

A holistic approach to software development —
incorporating security throughout the develop-
ment process, rather than wait until the end - can
help mitigate many of the software application
security risks that oil and gas companies face.

To assist, Microsoft has put together a free appli-
cation security development process called “Se-
curity Development Lifecycle”.

Money

According to a 2011 study by security firm
McAfee, the average cost of 24 hours downtime
in the oil and gas industry due to cyberattacks is
around $8.4m.

Another 2011 study by research firm Aberdeen
Group estimates that the average cost of remedi-
ating an application security-related vulnerability
is around $300,000 per incident, but the average
annual investment developers make in deploying
a comprehensive approach to application secu-
rity, including people, processes and training, to-
tals about $400,000.

The study found that companies that incorporate
security throughout the development process,
rather than wait until the end of the process to
perform reviews and tests, made four times the

return on their annual investments in application
security.

Corporations can lose millions of dollars in sen-
sitive data, or worse, control over parts of their
networks, by simply opening a malicious email
attachment.

Still vulnerable

Major portions of the oil and gas industry remain
vulnerable to cyberattacks, ranging from state-
sponsored corporate espionage to so-called
“hacktivists” seeking to make political state-
ments through their choice of target.

In May 2012, the U.S. Department of Homeland
Security confirmed an ongoing campaign of at-
tacks from state-sponsored actors against oil
pipeline companies extending through the first
half of that year. Companies’ systems were in-
vaded and proprietary information was stolen.

In July 2012, Wired magazine reported that the
“hacktivist” group Anonymous published some
1,000 email addresses for accounts belonging to
energy firms, as well as hashed and unencrypted
passwords.

In August 2012, a limited number of oil and gas
companies in the Gulf region were put on the
front page following an apparent spate of Trojan
malware infections.

Outgunned

In this evolving threat landscape, companies can
easily find themselves outgunned, said Paul
Williams, executive director of security services
at White Badger Group, who has experience ad-
vising clients in the oil and gas industry.

“When you’re talking about economic espionage
from a foreign intelligence agency, it might be
thousands attacking forty guys who know what
they’re doing on defence side,” Mr Williams
said.

In the face of these daunting security challenges,
industry leaders, outside security analysts, con-
sultants and software experts have been calling
for a comprehensive approach to cybersecurity
in the oil and gas industry. Their message: given
the nature of the threats, companies must install
a bottom-up, company-wide security culture.

This includes procedures and policies to let all
firms in the sprawling, decentralized industry re-
spond to and defend against agile enemies, be-
cause any weak link in the overall supply chain
can be a significant problem.
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Apache

“Security is everybody’s responsibility in the
company,” said Aaron Merrick, vice president of
information technology at Apache Corporation.
“I don’t want people on the network thinking,
‘Oh that’s somebody else’s job,’” he said. “It’s
everybody's job because it can’t be done without
the participation and cooperation of everybody
in the company that has access.”

But ultimately, Mr Merrick believes security is
an iterative process that will continue to rely on
time-tested security skills such as the ability to
locate and address dangers and to learn from se-
curity breaches if they do occur.

Apache Corporation uses a modified security
framework that considers everything from phys-
ical to logical access to application security to
data protection to data continuity, Mr Merrick
said. The company also expects its key suppliers
to address security concerns in a logical, holistic
manner.

Mr Merrick expects to see more cooperation and
standardization across the industry, with the pos-
sibility of federated authentication systems to
help companies know what is safe and what is
not when transferring data.

It is important to be able to identify real threats
amidst the buzz and the type, Mr Merrick said,
citing one prominent example in Illinois, where
a pump failure at a water plant in 2011, first re-
ported to be caused by hackers, was later re-
vealed to be a false alarm.

“You can never be satisfied that you know every-
thing, or that will be your Achilles heel,” he said.
“Anything out there that has been exploited is
just teaching us the lesson that we don’t know
what will be exploited in the future.”

Open architecture

The oil and gas industry has unique needs that
set it apart from other infrastructure, such as the
nuclear power industry, where regulation is much
tighter and protocols are more closed.

“In oil and gas the culture is very open. You have
a lot more work done by consultants, vendors and
suppliers,” said Jonathan Pollet, founder and
principal of Red Tiger Security, a data security
consultancy with extensive experience in the oil
and gas industry.

Increasingly, the applications companies use to
conduct day-to-day business and control business
processes in the field are becoming the major
points of attack because that is where valuable
data is stored.

Few companies have complete control over the
application lifecycle, Mr Pollet said. Therefore,

building transparency into security processes is
a challenge.

Companies tend to develop unique approaches
to security. That makes it tricky for best practices
to flow through such a large infrastructure, which
can make each company more vulnerable rather
than less. “It only takes one weak link in the
chain to take down the system,” he said.

More and more, oil and gas companies are be-
coming integrators for a wide range of services
and technologies they purchase to help them de-
liver their final product, said Alan Hasling, an ac-
count technology strategist for Microsoft who
works with the oil and gas industry.

Mr Hasling cites the example of the compression
process used to pressurize and transport natural
gas. In previous years, a company might have
bought a gas compressor and done the job in-
house, but companies now are more likely to pur-
chase a compression service, Mr Hasling said.

Practical steps

Mr Pollet said there are practical steps he would
advise any company to take in order to make it-
self more secure.

First off, he said companies must identify key as-
sets and then do threat modelling on how to pro-
tect those assets.

Examples might include doing secure application
development differently or dividing their net-
work control assets into different sectors so
breaches can be localized.

Companies must also determine how they se-
curely manage outside access to their data sys-
tems and, after their systems are protected, how
they will be continuously monitored.

This kind of integrated, disciplined approach to
security needs to be built, Mr Pollet said, into the
basics of system architecture and development
practices. That includes access to secure infra-
structure, rudimentary network security and the
updating of software.

The next obvious steps are integrating these basic
procedures into more sophisticated software se-
curity challenges, Mr Pollet said, which include
managing access to directories, developing
strong passwords and, finally, securing the actual
deployed applications through better develop-
ment practices.

Microsoft’s SDL

Microsoft offers a free security development
process called the Security Development Lifecy-
cle or SDL, to help address both software secu-
rity and broader infrastructure design,
incorporating security into applications from
conception to release and beyond.

This approach can be used in companies of every
size and in every industry, from small software
development firms to global enterprises.

The Simplified SDL is a 17 page document de-
signed as an accessible way to help managers
create a long-term framework for creating secure
software.

The SDL is general enough that it can be adapted
to a wide range of security environments, but rig-
orous enough to meet exacting standards in the
most security-sensitive industries.

One of the key constructs of the SDL is threat
modelling, which helps prioritize mitigations and
resources. This concept is now being looked at
broadly in the industry.

“I believe we shouldn’t even approve a project
without doing threat modelling first,” said one
security executive from a major oil field services
company who requested anonymity due to the
sensitive nature of the strategic infrastructure the
executive supervises. “Ifthere is a project, secu-
rity should be part of the project lifecycle; that is
very clear.”

“I still see a lot of projects where security is an
afterthought,” the executive said. “People need
to understand that security needs to be part of the
process from the beginning.”

Some companies don’t use the SDL in its en-
tirety. Incremental application of SDL processes
leads to incremental improvements in security.
It’s not an all or nothing equation.

SDL is a process-based approach that is flexible
and designed to be incorporated into any organi-
zation’s product lifecycle — even outside the soft-
ware industry.

The SDL has been successfully adapted and de-
ployed at infrastructure companies such as lowa-
based MidAmerican Energy Co. and at Itron, a
global technology company and builder of smart
grid electricity and water meters based in Liberty
Lake, Washington.

At MidAmerican, executives held company-
wide SDL training in response to attacks on com-
pany websites. Not only did the SDL-inspired
security approach reduce the impact of attempted
attacks, it also increased efficiency, including a
20 per cent productivity gain resulting from less
change during testing and fewer after-the-fact
fixes to code.

Itron, a company with explicit parallels to the oil
and gas industry, adapted its utility meters, which
are meant to live in the field for decades.

Its engineers adapted the SDL to the design of
the smart meter, from how to prevent it from
being broken into physically —securing seals and
closures — to how to protect its electrical ;.5
systems and software. cricray
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Coriolis flowmeters — monitoring mud flow

in drilling

“Coriolis” flowmeters, which can monitor fluid flow by sending it through a vibrating tube, are increasingly
used for drilling, monitoring mud density and returns flow.

Emerson MicroMotion reports that its Coriolis
flowmeters are increasingly used in the drilling
industry as a reliable way to continuously mon-
itor mud flow and returns, and so maintain well
control.

These meters are frequently placed on the return
line before the shale shaker.

They can also be used on the suction side of the
mud pump to measure downhole flow.

They deliver a continuous, full stream flow
measurement of the drilling fluid going down-
hole and the drilling fluid returns.

They provide an accurate and continuous meas-
urement of volumetric flow rate, density, mass
flow rate, and temperature,all within a single de-
vice. They can measure density of water, oil, or
synthetic-based drilling fluids.

An added benefit is that this is not a nuclear tech-
nology. Nuclear technology is undesirable due
to the radioactive sources it produces.

The meters’ performance is sustainable in appli-
cations with changing fluid properties (e.g. den-
sity, viscosity) and high flow rate turndowns.

Drilling operations can involve situations where
a reduced circulation rate is required, such as
while making a connection, pumping of kill mud
while circulating out of a kick, and manipulating
flow rates in Managed Pressure Drilling sys-
tems.

Coriolis meters can reliably measure small vol-
ume changes while operating at reduced circu-
lation rates. With more accurate, continuous and
reliable volume and density measurement of the
drilling fluid, the driller can identify influx or
lost circulation accurately on surface for imme-
diate remedial action and increased safety.

These meters can lower the cost of installation
as there are no special mounting, flow condition-
ing, or straight pipe runs required and there is no
need to adjust the factory settings. They also re-
duce maintenance and costs as there are no mov-
ing parts and no calibration drift and the device
can be cleaned in place.

There are also no in-stream mechanical compo-
nents in the design of a Coriolis sensor that can
be damaged due to sudden flow surges, gas slugs
or large particles. The non-mechanical design
contributes to the sensor’s reliability in harsh en-
vironmental conditions associated with temper-

ature, pressure, transportation (vibration) and
pulsating flows from pumps.

The mass/volume flow accuracy for a Coriolis
meter can be as high as +/- 0.05 percent. The op-
erating temperature range of the meter can range
from -400 °F (-240 °C) to +662 °F (+350 °C).
The pressure rating depends upon the size of the
meter and materials of construction, and ranges
from 1,500 psi (103 bar) to 2,973 psi (205 bar).

How it works

Coriolis sensors are classified as a multivariable
sensor because they provide a measurement of
mass and volume flow rate, density and temper-
ature.

The sensor consists of a manifold which splits
the fluid flow in two and directs it through each
of the two flow tubes and back out the outlet side
of the manifold. (See Figure 1)
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Figure 1. Sensor Flow Path

A drive coil is used with a magnet to produce the
oscillation of the Coriolis sensor flow tubes.

The coil is energized to keep the tubes vibrating
at their natural frequency. (See Figure 2.)

The pick-off coils and their magnets are electro-
magnetic detectors located on each side of the
flow tube.

By producing a signal that represents the veloc-
ity and position at that point on the vibrating
tube, mass flow is determined by measuring the
phase difference between these signals.

The Resistance Thermal Device (RTD) is a 100
ohm platinum element that provides an output
signal that consists of the flow tube temperature.

Process connections are sometimes called an
end connection or fitting. There are two identical
process connections that must be mated to a
process line for successful installation.

Figure 2. Drive and pick-off coils

The wiring for the drive coil, pick-off coils, and
RTD element is routed to the core processor.

The core processor is a sophisticated set of elec-
tronics that controls the sensor, primary signal
measurement and processing.

The core processor executes all necessary cal-
culations to arrive at the measured process vari-
able values and communicates these to the
transmitter for interfacing with operators and
control systems.

A case or enclosure protects the electronics and
wiring from external corrosion. Some cases may
have purge fittings that can accommodate the re-
quirements of specific applications.

Reliability

Coriolis sensors and electronics offer a wide
range of sensor, electronics and advanced diag-
nostics to help identify in advance potential de-
vice or application problems.

For Coriolis sensors, flow tube stiffness is a crit-
ical parameter and any changes in tube stiffness
due to corrosion, erosion or damage will affect
both the flow and density measurement.

Coriolis sensors can include advanced diagnos-
tics to enable in-situ meter verification for tube
stiffness using the process fluid under flowing
or zero flow conditions. The data is compared
to baseline values stored in the electronics, and
a positive indication means nothing has changed
the physical integrity of the tubes or the calibra-
tion of the sensor.

For further information see
http://www2.emersonprocess.com/
en-US/brands/micromotion/coriolis-flow-
density-meters/ELITE/Pages/index.aspx
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